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Introduction

ore than 3 billion people, 42% of the world’s
Mpopulation had access to the Internet as of

the second quarter of 2014 [1]. Thisis a 741%
growth from 2000 to 2014. The Internet has evolved
from an academic/military project to a global public
utility [2].

The phenomenal evolution of the Internet raises many
questions about its governance. Since the World Sum-
mit on the Information Society (WSIS) organized by the
UN in December 2003 in Geneva and December 2005
in Tunis (http://www.itu.int/wsis/), many initiatives and
proposals from governments, the technical community,
academia, business, civil society and international or-
ganizations have tried to grasp the complexity of Inter-
net Governance. The Geneva Plan of Action and Tunis
Agenda documents reflected our understanding and as-
sessment of the global public policy issues related to the
Internet. At the end of 2015, the UN General Assembly
will review the implementation of the Action Lines for-

mulated in the Geneva Plan of Action and will decide on
the way forward. It is useful to assess the achievements
from a different angle.

In this paper, I analyze the global nature of Internet
Governance, its common characteristics with other glo-
bal governance systems, as well as its specific features.
After dealing with governance, global issues and global
governance approaches in general, I describe the char-
acteristics of Internet Governance, the similarities we
can find with other governance systems and the impact
of the growth and global penetration of the Internet on
1G.

There are many open questions: how can we extend
off-line arrangements to the on-line space? are tradi-
tional national governance mechanisms adaptable to the
Internet? and can we apply formal approaches to Inter-
net Governance?

At the end of the paper, I briefly discuss the lessons
learned and what is the way forward Internet Govern-
ance.



1. Governance, global issues,
global governance

In traditional governance, a governing or political au-
thority and institutions ultimately exercise control; for-
mal political institutions aim at coordinating and con-
trolling interdependent social relations that also possess
the capacity to enforce decisions. Informal governance
works more toward practices and guidelines. In the
process of governance, collective interests are articulat-
ed, rights and obligations are established and differences
are mediated.

A possible definition of governance is offered by
Thomas G. Weiss and Ramesh Thakur: «All processes
of governing, undertaken by a government, market or
network, over a family, tribe, organization or territory
through formal laws, norms, power or language or infor-
mal guidelines or practices» [3].

Issues such as climate change, nuclear arms prolif-
eration, use of outer space or radio communication, to
name a few, have trans-border or global impact. Han-
dling these issues requires global approaches and ulti-
mately global governance.

Global governance may be characterized as the «sum
of laws, norms, policies, and institutions that define,
constitute, and mediate trans-border relations between
states, cultures, citizens, intergovernmental and non-
governmental organizations, and the market. Global
governance is the regulation of interdependent relations
in the absence of overarching political authority, such as
in the international system» [4].

Approaches to handling global issues reflect an ap-
preciation of the problems and are influenced by the
political environment. Up to the 1990s, global issues
were mostly negotiated in a multilateral setting i.e.: in
the country delegations only representatives of govern-
ments and some technical advisors participated in the
discussions. Based on the results of negotiations, deci-
sions were taken by the governments.

An early and successful example of global governance
is the global regulatory framework of radio communica-
tion known as Radio Regulations (RR) [5]. The RR is an
international treaty of the International Telecommuni-
cation Union (ITU), a specialized agency of the United
Nations. The RR was created to avoid harmful interfer-
ence. The first edition of the treaty dates from 1906. The
text of the RR, considering rapid technological progress,
needs to be modified regularly by the World Radiocom-
munication Conferences (WRC) organized by the ITU.
In the preparatory phase and in the work of the Con-
ference, stakeholders from the technical community,
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business and academia participate as advisors within the
respective national delegations. The signatories of the
treaty are representatives of Member States.

More recent examples of multilateral global govern-
ance are the Outer Space Treaty (Treaty on Principles
Governing the Activities of States in the Exploration and
Use of Outer Space, including the Moon and Other Ce-
lestial Bodies, 1967 [6]) and the International Treaty on
the Non-proliferation of Nuclear Arms, 1968 [7].

Global governance is an ongoing process with success-
es and failures. Some of the failures may be attributed to
governance gaps. There are five main governance gaps:
knowledge gaps, normative gaps, policy gaps, institu-
tional gaps and compliance gaps [4].

Knowledge gaps

There is often little or no consensus about the nature,
causes, gravity, and magnitude of a problem, as well as
about the empirical information or the theoretical ex-
planation. There is often disagreement over the best
remedies and solutions to these problems (examples:
climate change, nuclear energy). The academic and
technical community, such as universities, research in-
stitutes, scientific experts and think tanks, as well as civil
society actors (NGOs) currently are playing a growing
role in filling the gap.

Normative gaps

The norm is statistically a pattern of behavior that is
most common or usual (normal curve), whereas an ethi-
cal norm is a pattern of behavior that should be followed
in accordance with a given value system or the moral
code of a society, a generally accepted standard of proper
behavior. The two meanings may converge in practice;
in most cases, they will complement each other; but in
some cases, they may diverge. The UN is an arena where
member states codify norms either as soft law (UN res-
olutions, declarations) or hard law (international con-
ventions and treaties) seeking consensus about norma-
tive approaches to address global challenges. In practice,
however, because of dissent by powerful states or mis-
chief by large coalitions of less powerful ones, either no
action occurs, or agreement is possible only on a lowest-
common denominator.

Policy gaps

Policy is an interlinked set of governing principles and
goals, and the agreed programs of action to implement
those principles and achieve those goals. It is important



to understand that even if the source and scale of most of
today’s pressing challenges are global, and any effective
solution to them must also be global, the policy author-
ity for tackling these challenges remains vested in states.
UN policy implementation is not by the Secretariat but
by member states.

Institutional gaps

Institutions are formal organizations, but they may
also be informal entities. If the policy is to escape the
trap of being ad hoc, episodic, judgmental and idiosyn-
cratic, it must be housed within an institution with re-
sources and autonomy. Institutional gaps may exist for
different reasons: absence of institutions, missing stake-
holders or inadequate resources. It is up to the govern-
ments who are the driving force to fill the gap.

Compliance gaps

Agreed elements of international policy may not be
complied with for lack of ability, resources or will of im-
plementation. There is no clear mandate of any UN in-
stitution to have the monitoring authority, responsibil-
ity and capacity. Non-compliance may be defined as the
lack of strength of conviction or commonality of inter-
ests to enforce the community norm. In the UN system,
there is only a limited possibility and capacity to ensure
that states comply with agreed international policy.

2. Global governance:
multilateral approach

Interrelations of global issues have been explored in a
systematic and scientific way ever since the second half of
the last century. One of the most influential publications
was «The Limits to Growth», commissioned by the Club
of Rome in 1972 [8]. «The Limits to Growth» appeared at
a time when human belief in the power of technology was
at an all time high. There seemed to be no challenge that
could not be overcome through application of human in-
genuity and effort, in the form of economic growth based
on continuing technological advance.

In this perspective, «The Limits to Growth» warned
that the 2010-30 period would see some resources be-
coming scarce or expensive (for example regional scar-
city of oil, water, fish, wood, land) while environmental
damage would become increasingly visible (for example
regional destruction of biodiversity, accumulation of tox-
ics, ozone-destroying chemicals, and greenhouse gases).
And importantly, all of this would occur in spite of con-
tinuing technological advance. «The limits to Growth»

emphasized that resource and pollution problems would
occur because the world is physically finite — and actu-
ally quite small compared to the human footprint in the
21st century. The problems would start regionally, and
gradually embrace the world — unless corrective action
was taken immediately. Man was no longer omnipotent
(https://ic.fsc.org)).

In response to global problems judged to be urgent,
two more UN lead initiatives may be mentioned: the
Montreal Protocol to protect the ozone layer (1989) [9]
and the Kyoto Protocol, the UN Framework Conven-
tion on Climate Change (1992) [10].

The importance of global issues was fully recognized
at the beginning of 1990s. The UN held its first Con-
ference on Environment and Sustainable Development
in Rio de Janeiro in 1992 and adopted an agenda for
the environment and development in the 21st centu-
ry. Agenda 21: A Programme of Action for Sustainable
Development contains the Rio Declaration on Envi-
ronment and Development, which recognizes each
nation’s right to pursue social and economic progress
and assigned to States the responsibility for adopting
a model of sustainable development. Agreements were
also reached on the Convention on Biological Diversi-
ty and the Framework Convention on Climate Change
[11]. This Rio conference was followed by the UN
Conference on Population in 1994 in Cairo and sub-
sequently by the UN Conference on Women in 1995,
Beijing.

In 2000, the leaders of the world made a historic com-
mitment: to eradicate extreme poverty and improve the
health and welfare of the world’s poorest people within
15 years. The commitment, adopted at the Millennium
Summit in September 2000, was set forth in the United
Nations Millennium Declaration [12]. This vision was
expressed in eight time-bound goals, known as the Mil-
lennium Development Goals (MDGs):

4 to eradicate extreme poverty and hunger;

4 to achieve universal primary education;

4 to promote gender equality and empower women;
4 to reduce child mortality;

4 to improve maternal health;

4 to combat HIV/AIDS, malaria, and other diseases;
4 to ensure environmental sustainability;

4 to develop a global partnership for development.

High level review of the implementation of the Mil-
Iennium Development Goals (2000 — 2015) and discus-
sion on post-2015 goals (known as Sustainable Develop-
ment Goals) held in September 2015, in the UN, New
York.
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3. Global governance:
multi-stakeholder approach

In parallel with the full recognition of the importance
of global issues, it has also been recognized that global
issues should be addressed with the involvement of all
stakeholders i.e.: with the representatives of govern-
ments, business, civil society, the technical and academ-
ic community and the international/intergovernmental
organizations participating in the discussions and the
decision-making. This approach is known as the multi-
stakeholder approach.

The functions of multi-stakeholder initiatives are to
identify global public needs, facilitate negotiation, gath-
er and disseminate knowledge, create and correct mar-
kets, broaden participation in global governance.

The framework of multi-stakeholder initiatives needs
international organizations, stakeholders need to be in-
cluded early. The approach should be embedded in na-
tional policy debates. Transparency is instrumental and
the approach should lead to accountability.

There are many challenges to multi-stakeholder ini-
tiatives: in addition to the known constraints of the mul-
tilateral approach influenced by divergent political in-
terests of governments. Stakeholders from business have
particular interests. Civil society has no clear legitimate
representation and it is difficult to create mutual trust
among different stakeholders considering that in the
multi-stakeholder global governance model representa-
tives of stakeholders participate in the discussions on an
equal footing in their respective roles.

There are several examples of multi-stakeholder ini-
tiatives:

<> The World Commission on Dams (WCD) formed
in April 1997 to research the environmental, social and
economic impacts of the development of large dams glo-
bally (http.//www.unep.org/DAMS/WCD/). Members:
civil society, academia, the private sector, professional
associations and one government representative. Act in
an individual capacity, not representing the organiza-
tions or governments of which they are members.

<> The Forest Stewardship Council (FSC) is an in-
ternational non-for-profit, multi-stakeholder organi-
zation established in 1993 to promote responsible
management of the world’s forests. Its main tools for
achieving this are a standard setting, certification and
labeling of forest products. The organization aims to
«provide businesses and consumers with a ... tool to in-
fluence how forests worldwide are managed» (https.//

ic.fsc.org/).
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<> Global Fund to Fight Aids, Tuberculosis and
Malaria Public-private partnership Programs are sup-
ported by the Global Fund in more than 140 coun-
tries. As of mid-2014, they had 6.6 million people on
antiretroviral therapy for AIDS. They have tested and
treated 11.9 million people for TB, and have distrib-
uted 410 million insecticide-treated nets to protect
families against malaria (http;//www.theglobalfund.

org/en/).

4. Global Internet Governance

Similarly to other global issues, the relevance of ICTs
and the global nature of the Internet were also recog-
nized at the end of 1990s, leading to the WSIS. The no-
tion of Internet Governance emerged after the first phase
of the WSIS. The Declaration of Principles document
adopted by the Geneva Summit [13] asked the Secre-
tary General of the UN to establish a Working Group
on Internet Governance «to investigate and make pro-
posals for action, as appropriate, on the governance of
the Internet by 2005». The task of this Working Group,
established in 2004, was to organize an open dialogue
on Internet Governance (WGIG) among all stakehold-
ers and to bring recommendations on this subject to the
second phase of the Summit.

The WGIG in its report proposed the following work-
ing definition of Internet governance: «Internet gov-
ernance is the development and application by Gov-
ernments, the private sector and civil society, in their
respective roles, of shared principles, norms, rules, de-
cision-making procedures, and programmes that shape
the evolution and use of the Internet» [14].

The WGIG identified the following public policy clus-
ters:

(a) Issues relating to infrastructure and the manage-
ment of critical Internet resources, including adminis-
tration of the domain name system and Internet pro-
tocol addresses (IP addresses), administration of the
root server system, technical standards, peering and
interconnection, telecommunications infrastructure,
including innovative and convergent technologies, as
well as multilingualization. These issues are matters of
direct relevance to Internet governance and fall within
the ambit of existing organizations with responsibility
for these matters;

(b) Issues relating to the use of the Internet, includ-
ing spam, network security and cybercrime. While
these issues are directly related to Internet govern-
ance, the nature of global cooperation required is not
well defined;



(c) Issues relevant to the Internet have an impact
much wider than the Internet and for which existing or-
ganizations are responsible, such as intellectual prop-
erty rights (IPRs) or international trade. The WGIG
started examining the extent to which these matters
are being handled consistently with the Declaration of
Principles;

(d) Issues relating to the developmental aspects of In-
ternet governance, in particular capacity-building in de-
veloping countries.

During the second phase of WSIS held in Tunis in
December 2005, the WGIG report served as the basis
to create the Internet Governance Forum (IGF). As
for the role of governments in Internet Governance to
handle public policy issues, the magic formula of «en-
hanced cooperation» was introduced and discussions
on implementation of enhanced cooperation are on-
going.

It is important to mention here some of the most
significant organizations in the Internet Governance
space.

The Internet Corporation for Assigned Names and
Numbers (ICANN) (https.//www.icann.org/) is a non-
profit association (based in US since 1998). Its main
mission is the management of identifiers (common pool
resource). It is considered as a Global Multi-Stakehold-
er Agency with the following functions:

a. Notary (IANA functions and assignment of proto-
col parameters);

b. Competition Authority;

c. Regulator of the «Semantic Spectrum» (TLD
space).

ICANN also develops and enforces policies (via con-
tracts). Its governing body is an elected international
Board (direct and ICANN Nominating Committee).

The Internet Society (ISOC), including the Internet
Engineering Task Force (IETF) and the Internet Ar-
chitecture Board (IAB), facilitates open development
of standards, protocols, administration, and the tech-
nical infrastructure of the Internet. It supports educa-
tion in developing countries specifically, and wherever
the need exists it promotes professional development
and builds a community to foster participation and
leadership in areas important to the evolution of the
Internet. It provides reliable information about the In-
ternet.

The UN, ITU, UNESCO, UNCTAD, UNDP,
UNEP, FAO, WIPO, WHO, WMO and other UN spe-
cialized agencies are facilitators for the WSIS Action
Lines. The Commission on Science and Technology

for Development (UN CSTD) is responsible for re-
viewing the activities of the facilitators for the WSIS
Action Lines. There are several initiatives and forums,
in addition to the formal organizations where differ-
ent aspects of internet governance are discussed —
NetMundial (http.//www.netmundial.br/), Carl Bildt
Initiative  (https.//www.cigionline.org/activity/global-
commission-internet-governance), etc.

One of the proposals formulated in the WGIG report
was to remove US government oversight of ICANN.
This process started in March 2014 with the announce-
ment of the US Government asking for proposals about
the transition of its stewardship to a multi-stakeholder
arrangement with a target date of 30 September 2015
(https://www.icann.org/stewardship).

Another proposal of the WGIG report was to create
under the UN a discussion forum on Internet-related
public policy issues with non-binding results. In 2006,
the UN, following the outcomes of the WSIS, created a
secretariat for the organization of the Internet Govern-
ance Forum (IGF). The first IGF was held in 2006 in
Athens. The event concentrated on openness, critical
Internet resources, security, diversity, emerging issues
and the way forward. The IGF has become an annual
event with an increasing number of participants dur-
ing its 10 years of history. The IGF is a multi-stake-
holder dialogue involving governments, civil society,
academia and technical community, business and in-
ternational organizations. It is not a decision making
body, there are no formal negotiations and no binding
documents are produced. It brings together stakehold-
ers in an informal setting and creates a framework for
cooperation. It also contributes to development and
capacity building. Attendance of the IGFs varies from
around 1000 (2006, Athens) to more than 3000 (2014,
Istanbul). It is the task of the Multi-stakeholder Advi-
sory Group nominated by the Secretary General of the
UN to shape the IGF program, determining the over-
arching theme and the sub-themes, and to evaluate
the workshop submissions. On average, there are more
than 100 workshops under the sub-themes and sever-
al presentations organized by the dynamic coalitions
(relatively informal, issue-specific groups consisting of
stakeholders that are interested in the particular issue).
In addition to workshops and dynamic coalition meet-
ings, there are several activities taking place in the IGF
meeting: best practices forums, open forums, flash ses-
sions, inter-regional dialogue sessions, pre-events, and
the IGF Village.

The main challenge of Internet Governance is to en-
able coexistence in shared cross-border digital spaces
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INTERNET TECHNOLOGIES

Table 1.

The overarching themes and the main sessions of the IGFs

2006 Athens Internet Governance « Security  « Diversity Access
(Greece) for Development « The Way Forward ~ « Emerging Issues
. . « Critical Internet Resources ~ « Access  « Diversity
2007 Rio de anelro Imel M « Security  « Taking Stock and the Way Forward
(Brazil) for Development
« Emerging Issues
« Reaching the Next Billion, Promoting Cyber-Security and Trust
Hyderabad « Managing Critical Internet Resources
2008 (India) nteretiogall « Emerging Issues — the Internet of Tomorrow
« Taking Stock and the Way Forward
. « Critical Internet Resources ~ « Security, Openness and Privacy
2009 Shar(”g el St;‘e'kh Cre!lr;itgmgt Ggrvt‘fmgzi(; Al <Diversity  «Access 16 in the Light of WSIS Principles
P g5pp « Taking Stock  « Emerging Issues — Impact of Social Networks
« Managing Critical Internet Resources
- . « Security, Openness and Privacy Access and Diversity
2010 (Lxlr:ﬂgﬁa) lGTthogu?u_reDTe(;/ eé?r?elpg « Internet Governance for Development
g « Emerging Issues: Cloud Computing Taking stock of Internet Governance
and the Way Forward
« Internet Governance for Development
« Emerging Issues
- Internet as a Catalyst for Change: . o
Nairobi « Managing Critical Internet Resources
2011 (Kenya) Access, Developmen.t, Freedoms « Security, Openness and Privacy
and Innovation L
« Access and Diversity
« Taking Stock and the Way Forward
« Emerging Issues
« Managing Critical Internet Resources
2012 Baku for Su Sltg}ﬁ;ﬁ?_&vrg?nango G « Internet Governance for Development
(Azerbaijan) ndSocal Develoy mma « Access and Diversity
P « Security, Openness and Privacy
« Taking Stock and the Way Forward
« Building Bridges — The Role of Governments in Multistakeholder
Cooperation
« Internet Governance Principles
- ' . « Principles of Multistakeholder Cooperation
. Bunqmg Bridges = Enhancmg « Legal and other Frameworks: Spam, Hacking and Cybercrime
Bali Multi-stakeholder Cooperation g P p ng y
2013 (Indonesia) for Growth and Sustainable « (Access/Diversity): The Internet as an Engine For Growth
el and Sustainable Development
P « Human Rights, Freedom of Expression and Free Flow
of Information on the Internet
« Emerging Issues — Internet Surveillance
« Open Microphone
« Policies Enabling Access
« Content Creation, Dissemination and Use Internet
: . as an Engine For Growth & Development
2014 Istanbul . E?]%g%?}(génl%ﬂgl?igttgfenrfgl der « IGF & The Future of the Internet Ecosystem
(Turkey) e ———— « Enhancing Digital Trust
« Internet and Human Rights
« Critical Internet Resources
« Emerging Issues
« Cybersecurity and Trust ~ « Internet Economy
Jo30 Pessoa Evolution of Internet Governance: « Inclusiveness and Diversity ~ « Openness
2015 (Brazil) Empowering Sustainable « Enhancing Multistakeholder Cooperation
Development « Internet and Human Rights ~« Critical Internet Resources
« Emerging Issues
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of billions of people with very diverse personal values
and legal frameworks (http.//www.euro-ssig.eu/). Re-
cently the distinction has been proposed between gov-
ernance of the Internet and governance on the Inter-
net. In this approach, governance of the Internet covers
the public policy cluster (a) identified by the WGIG
and is formalized in the Internet protocol suite. Stand-
ards and protocols of the suite have been developed in
a multi-stakeholder approach based on so-called rough
consensus. Governance on the Internet covers public
policy clusters (b), (¢) and (d). The global nature of the
Internet requires harmonization of legal systems, un-
derstanding of different political interests, acceptance
of cultural differences, applying already existing legal
frameworks to the Internet, etc. This leads to the need
for identifying existing mechanisms dealing with global
public policy issues related to the governance on the
Internet and identifying gaps in the absence of these
mechanisms.

The UN General Assembly in its resolution created
the CSTD Working Group on Enhanced Cooperation
(WGEC) with the mandate to «examine the mandate of
WSIS regarding Enhanced Cooperation through seek-
ing, compiling and reviewing inputs from all Member
States and all other stakeholders, and to make recom-
mendations on how to fully implement this mandate»
[15]. The CSTD WGEC identified public policy is-
sues and started a mapping exercise to identify existing
mechanisms and gaps. The results of the exercise have
been summarized in the conference room paper pre-
pared by the CSTD Secretariat [16].

Discussions on the results of implementation of the
Geneva Plan of Action and the Tunis Agenda have been
conducted in UNESCO in Paris in 2013 followed by the
High Level Meeting in the ITU in Geneva in 2014. The
final high level review meeting of the WSIS will be held
in December 2015 during the General Assembly of the
United Nations in New York. m
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Ynpaenenue Humepnemom npedcmaensiem coboli 00HO U3 HANPAGAEHUI 2100aAbHO20 YNPAGACHUS, AKMUGHO
paszeusaroujeecss ¢ Kouya 1990-x eo0os. Ilockonvky Humeprem uepaem 6adcHyl0 poab 8 Haulell MHCU3HU,
npeocmasnsiemcsi HeoOX0OUMbIM B08AEHEHUE 8 NPOUECCbL YAPABGACHUS 6CEX 3AUHMEPECOBANHbIX AU, U UHCIUMYMO08, d
makice ChOCOOCMB0BAHUE PA3BUMUIO U BKAAOY 8 MUPOBYI0 IKOHOMUKY, 00pa308aHuUe U UHGOPMAUUOHHOe 0becheueHe.
Bonpocet unghopmayuontoli 6e30nacHocmu U KOHQUOCHUUAALHOCU MAKMCe QOANCHbL PACCMAMPUBAMbCA 8 PAMKAX
obcyJcoeHuss noaumuku 6 oonacmu ynpaenenuss Humepnemom. B dannoil cmamoe paccmampusaemcs 2100a1bHblil
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Enterprise Architecture (EA) is a discipline for business and IT system management, describing the fundamental
artifacts of business and IT. Introducing EA activities in a company is done via special projects (referred to as EAM
projects). While much research focuses on EA as is, EAM projects are not yet considered properly. This paper deals with
EAM projects as a special kind of I'T project. The definition of an EAM project is suggested using the I'T solution concept of
the Microsoft Solution Framework. This is justified, since the EAM-software introduced in a company is the main result of
a typical EAM project. Based on the definition of a work product in CMMI, this paper introduces the final delivery of an
EAM project. In addition, domain specific modeling is used to describe EAM project delivery, since the most important part
of EA is concepts and terms for describing business and IT in a company. To implement the language formed by these terms
and concepts, an EAM tool is selected and customized (Mega, IBM System Architects, Aris, etc.), and additional software
(i.e. Web-portal, integration scripts, etc.) is implemented. All of the EA principles and methods could be considered as
guidelines for this software (EAM tool and additional sofiware). Final delivery of an EAM project is divided into the
Jollowing parts: method (domain specific language, EA method, EA process, integration, modeling results), technology
(EAM tool, additional software, documentation), support and training. Using the concepts introduced in this paper, four
EAM projects are analyzed. Lack of support of the EA method is identified as a common problem of these projects.
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Introduction

he modern market is mobile and volatile due to

a high competition, changing technology, as well

as external circumstances (political, geographi-
cal and so on.). Therefore, companies to be successful,
have to change on a permanent basis. To ensure efficient
management and renovation of companies, the scien-
tific and practical area referred to as Enterprise Archi-
tecture Management (EAM) — analysis, design, planning
and implementation of the company activity based on
a systemic concept [7, 21] is currently rapidly growing.
This activity is supported by special software products
(hereinafter referred to as EAM-tools), such as ARIS
[9], Mega [22] and some others. The introduction of
architecture management progress is generally accom-
panied by creation of solutions based on EAM-tools,
and in most cases implemented within special projects,
which will be called EAM-projects. In implementation
of EAM-projects, standard tools are adapted to the in-
dividual peculiarities of the customer company, namely
methodologies and standards (TOGAF, DoDAF, Archi-
mate et al. [12]), graphic languages and notations [16,
19, 20], as well as software tools [11].

The purpose of this paper is to define EAM-projects,
considering them as specific IT projects. The resulting
delivery of an EAM-project is also investigated, with
the identification of its typical Work Products [13] that
will make it possible to define the scope of implemen-
tation and scope of works of such projects. In addition
to the above, methods of Software Engineering and
Domain-Specific Modeling (DSM) are used [18].

1. Basic definitions

1.1. Enterprise Architecture Management

Enterprise Architecture! (EA) covers the basic prin-
ciples of its existence and its development either as an

isolated structure, or together with partners, suppliers
and/or buyers. Specifically, the enterprise can be con-
sidered as a whole or partially (for example, any single
business area or department) [24]. Enterprise architec-
ture is generally divided into IT architecture and busi-
ness architecture. The development of IT architecture
involves systematizing and coordinated development of
the company’s IT infrastructure, i.e. information sys-
tems, platforms, networks, hardware, etc. The business
architecture management consists in identification and
description of the business tasks of the company, its
functional-role structure, business processes, etc.

Visual modeling plays the key role in the imple-
mentation projects of architecture management: the
company activity and infrastructure are described by
a set of models that makes these descriptions avail-
able to a wide range of specialists. The rapidly grow-
ing market of EAM-tools [11] is largely a modeling
tools market.

1.2. CMMI
and Work Products

In the early 1990s, the CMM (Capability Maturity
Model) standard for certification of military and feder-
al contractors in the area of software development was
developed in the United States. In 2000, a generalized
standard version called CMMI (Capability Maturity
Model Integrated) and combined development of soft-
ware and non-software components of the complicated
artificial systems was released. Currently this stand-
ard is widely used in global industry and, among other
things, is a known glossary of IT terms. In particular,
it provides a definition of a Work Product as a signifi-
cant result of the development process which can be
a software component, document, invoice, established
process (for example, process of using software by end-
users), etc. [13].

! The enterprise is taken to mean a business company or government agency.
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1.3. IT solution in MSF

Early in 2000, Microsoft created a software devel-
opment methodology called the Microsoft Solution
Framework (MSF). One of the basic MSF concepts was
the IT solution — software that is not «packaged» and is
created to meet the needs of a particular customer. An
IT solution in MSF is defined as the coordinated deliv-
ery of a set of elements (work products in CMMI terms)
required to meet some business need of a specific cus-
tomer. The examples can include an application soft-
ware code, documentation, communications, imple-
mentation process, training, support [23].

1.4. DSM-approach
in software engineering

Domain specific modeling is a policy of creating
software that increases the level of abstract develop-
ment compared to traditional means by providing ap-
plications specifications in terms of the data domain
[18].

This paper [5] draws parallels between software en-
gineering and enterprise architecture management. In
particular, it is shown that the use of visual modeling
has much in common in these areas: it is a marketable
product, and mature software tools are widely used in
these areas. Finally, domain specific modeling is applied
in these areas, thereby making it possible to configure
standard tools (languages, methods, software modeling
tools) for a specific task or develop new tools. This paper
[5] also generalizes a definition of DSM solutions ori-
ented in both data domains. Howeyver, it happened to be
too general and did not cover all work products included
in EAM-project delivery.

2. EAM-project

Generally, the company architecture development
activities are organized in the form of one or several
projects: a company is able to focus on the next round
of changes and unification by providing appropriate re-
sources. It is reasonable to create methods and tools to
solve company problems within such projects. However,
final implementation of the proposed methods and tools
in the management processes, as well as their full use,
shall be carried out by the company on its own. There-
fore, it is important that the architecture description
can be added and changed, and that this can be done
by company employees. To do this, in the course of the
EAM-project an appropriate IT solution is implement-
ed in the company.

There are many projects (especially in Russia) on de-
velopment company architecture which are restricted
to generation of static descriptions of company man-
agement processes (as is or to be models). There are
also projects within which new regulations, standards
and formal procedures are generated. This can also be
an EA-activity if it is implemented based on unified
principles. To accomplish this, both activities are often
performed by external consulting organizations. How-
ever, we will call EAM-projects only those architecture
management projects within which EAM-tools are
implemented (often with modification), and which,
therefore, have a significant I'T component.

3. Definition
of EAM -solution

Let us call the EAM project result an EAM-solution.
Its main difference from MSF IT solution is that in the
first case, the software percentage in the project is sub-
stantially lower than in the second. As a platform for
implementation of EAM-solutions, ready modeling
tools are used, with significant efforts spent to study the
company work specifics, integrate solutions with various
processes into companies, as well as develop documen-
tation, coordinate and implement the solution.

Let us divide the EAM-solution into three parts, i.e.
methodological unit, technology unit and maintenance
and support unit. The methodological unit includes a
modeling language, modeling procedure, process inte-
gration and results. The technological unit is composed
of a basic tool and set of software tools and documen-
tation. Finally, the maintenance and support unit com-
prises two elements for training and support. From the
experience of our projects, we have concluded that such
splitting is reasonable in organization and performance
of EAM-projects: it seems to be more «operational»
than various classifications of the composition of enter-
prise architecture [15, 17].

Let us turn our attention in more detail to the descrip-
tion of work products that are part of each unit.

A modeling language is created as part of the EAM-
project, inasmuch as large companies generally have
unique, specific characteristics, with the result that
standard languages and notations proposed within
EAM-tools need to be improved. In so doing, one uses
extenders which are generally available for all EAM-
tools [11]. Therefore, domain-specific modeling lan-
guages appear in this area [18]. In developing such a lan-
guage, it is important to define the concepts that shall
be used in modeling: with their help it is convenient for
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company specialists to describe the enterprise activities.
For this purpose, reference models, industry standards
and frameworks are often used and, in fact, explicitly or
implicitly ontologies are created [1, 2]. The modeling
language can be a simple slice/setting of a standard lan-
guage, but a more complicated case is possible, when the
mathematical model of the base language is changed,
and new concepts and interconnections, new modeling
viewpoints, types of charts, etc. are defined.

In order to determine the proper use of the language
modeling a procedure is created. The main question to
which it gives an answer is «<how to model» («what to
model» was defined when creating the language). The
procedure contains modeling scenarios, detail levels and
modeling focuses in development of various models, as
well as sources of information for development / modi-
fication of the models.

An important work product is a running and efficient
architecture management process. Among the main as-
pects to be covered by this process are:

4 roles of the solution users including various rights to
change information in the repository;

4 end-to-end scenarios of using solutions — both ba-
sic and system (support of the integrity and correctness
of the information repository, backup, version control,
etc.);

4 additional rules, i.e. naming objects, storage folder
for charts and objects, rules to work with predefined ob-
jects, etc.

Such a process is started.

Integration is implementation of the interrelations of
the architecture management process with other proc-
esses and company functions (requirements, project
management and so on.). There is also a need to imple-
ment the EAM-solution integration with various com-
pany information systems to exchange data with them
during architecture management. Various techniques
and standards, specifically, TOGAF [24], give great at-
tention to this work product.

An important part of the final delivery covers mod-
eling results of the company architecture. This part of
the delivery can be created by the project team and/
or company specialists. Meanwhile, «as is» models, i.e.
a description of the current situation of the company,
and «to be» model, i.e. a description of the final (de-
sired) organization of the company are created. The
creation of these models is a time-consuming activity,
so you need to clearly define exactly what kind of mod-
els should be developed within the project and their de-
tails.
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Selection of an appropriate basic fool is an important
work product of the EAM-project. The EAM function-
ality is described many times and in detail (see, for ex-
ample [11]). Many organizations, for example, Gartner
[11] are involved in EAM-tools classification. These ap-
proaches are used by the majority of the business enter-
prises when selecting EAM-tools. However, the selec-
tion of the EAM-tool can in addition be affected by the
following circumstances:

<> if your company is already using a certain EAM-
tool, then, it is reasonable to use it in the EAM-
project;

<> when selecting a foreign EAM-tool for Russian
companies, it is important that the supplier has a mis-
sion/partner in the Russian Federation to provide sup-
port for the implementation and operation of the tool;
otherwise, the use of such a tool has high risks.

The software environment is the most important set
of work products of the EAM-solution. This envi-
ronment is created by configuring/modification of
the basic EAM-base tool. Configuring involves the
use of EAM-tool settings (templates, palettes, etc.).
Modification is the creation of additional software
using an open software EAM-tool interface. Let us
select the following work products of the software
environment:

4 user interfaces intended for different user groups;

4 basic language support, allowing users to work in
EAM-tool in terms of the created modeling language;

4 integrity support (post-processing) — packet auditors
for diagram syntax (basically required, as the modeling
language is usually hard to implement in the EAM-tool);

4 integrity support (administration) — monitoring the
correct location of individual model elements in the re-
pository packs, rules of using predefined objects, clean-
ing the model from «garbage», etc.;

4 import/export of data — data exchange between the
EAM-tool and different information systems existing in
the company;

4 model reports generators — configuring the existing
reports and creating new ones;

4 web-portal — contains reference data on the mod-
eling, often the modeling results. Although EAM-tools
often support automatic generation of portals for the re-
pository, many projects require the creation of a com-
plicated and multi-functional portal (see the example in
paper [10]);

+ repository structure (in terms of ARIS [9] — the fold-
ers in terms of [6, 8] — classifiers); when designing the
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structure, not only the information structure, but also
the areas of responsibility in the company are taken into
account (that is, the repository shall have no folders, for
which nobody is responsible);

4 scanning and setting up the created EAM-solution.

Let us note that the methods and volumes of imple-
mentation of these work products are dependent on the
properties of the basic EAM-tool used in the project.

All basic delivery elements must be provided with
documentation. The main objective of the documenta-
tion is to facilitate as much as possible the involvement
of company employees/contractors in the architecture
management processes. The documentation may also be
posted on the web-portal, contain a significant amount
of visual materials, including video tutorials, quizzes to
test knowledge, and more. The volume and complexity
of this part of delivery can vary profoundly, becoming
one of the most resource-intensive parts of the EAM-
solution.

An essential EAM-solution component is fraining.
The result of training is that the customer is able to use
the solution all by himself.

Table 1.
Methodological unit
Final delivery 2 LI Z5E
elements

1 Modeling language +4+ + ++ ++
2 Procedure - s - -
3 Process + +- + +-
4 Integration &= - n -

Modeling results: «as is» ++ + + +
: Modeling results: «to be» - +- + -

Solution mainfenance means assistance to users in
working with the solution upon completion of the
project, as well as correction of a number of errors and
shortcomings. The scope of work that can be performed
within the maintenance is normally stipulated in the

contract.

Table 2.

Technological unit

Final delivery elements

EAM projects

1 Basic EAM-tool ARIS Mega lBAerc?i/tztcetm ORG-Master (Russian EAM-package)

2 Software environment
2.1 User interfaces +- +- + +
2.2 Basic support of the modeling language +- + + e
2.3 Integrity support (online) +- + + +-
2.4 Integrity support (post-processing) + + + -
2.5 Integrity support (administration) + + + +-
2.6 Import/export & + i -
2.7 Web-portal + ++ + ++
2.8 Report generators +- +- + ++
29 Repository structure + + + +
210 Solution scanning and setting up + + + +

3 Documentation + + + +-
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4. Examples

Tables 1, 2 and 3 provide descriptions of EAM-
projects in terms of the EAM-solution. Projects P1,
P2, P3 were performed for large state-owned corpo-
rations of the Russian Federation (IT-architecture
development), while project P4 was implemented for
a large government organization of the Russian Fed-
eration (business architecture development). Of all the
projects, only P2 was not completed successfully, al-
though again its results (ontology and modeling lan-
guage) were used by the company. The most compli-
cated domain-specific language was created within
project P1: it was developed almost «from scratch» and
used the product language ARIS as an implementer.
However, this language maintenance was inferior to
similar maintenance in projects P2 and P3 (items 2.2
and 2.3 in Table 2). This resulted from the fact that the
ARIS packet is considerably inferior to Mega and IBM
System Architect in terms of functional capabilities of
the extenders. The EAM-packet used in project P4 did
not support visual modeling tools. Therefore, not only
a domain-specific modeling language but an ontol-
ogy (i.e., without diagrammatic notation) was created
within the project, with the result that the integrity sup-
port information in this ontology was negligible. The
user interface in project P3 was created based on Share
Point and turned out to be the most multi-purpose of
all projects (item 2.1 of Table 2).

Conclusion

This paper addresses a definition of the EAM-
project and its result — an EAM-solution. Review
of the EAM-project as a specific IT project made it
possible to apply software engineering tools to its de-
scription. A precise identification of components of
the final delivery of EAM-solution can help in devel-

Table 3.

Maintenance and support unit

Final delivery EAM projects
elements
1 Training n - n y-
2 Maintenance + = + no

opment of requirements in EAM-projects and evalua-
tion of resources necessary for their implementation.
The model can be also used to assess the quality of
EAM-project results. In addition, this model is ap-
plicable for further study of EAM-projects. Even a
fairly superficial analysis of the four projects carried
out with its help has revealed the following tendency,
i.e. weak support of the modeling technique: specifi-
cally, customers do not understand the importance of
this part of delivery combining the technique with the
user documentation or even excluding it from the fi-
nal delivery.

For a more efficient practical application of the EAM-
solution final delivery model, numerical metrics should
be created to evaluate its work products. Further work is
also needed to deepen the parallels between the domain
specific modeling in software engineering and architec-
ture management. Generally speaking, the results of this
work are a first step in application of software engineer-
ing techniques to studying projects in the area of enter-
prise architecture.

Furthermore, an important aspect of a more suc-
cessful implementation of EAM-projects is the issue of
high-quality training of company employees (within or
beyond the framework of the EAM-project), the latest
architecture management method, knowledge manage-
ment, etc. [3,4]. 1
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B pabome demanvho onucana guuanvras nocmaeéxa munosoeo EAM-npoexma, nodpaszdeasrowascs Ha
Memodonoeuueckuil 610K (13bik MOOCAUPOBAHLSL, MEMOOUKA, NPOUECC, UHMe2PauUsl, pe3yabmambl MOOAUPOBAHUSL),
mexHonoeu4eckull 010K (6a306blll  UHCMPDYMEHM, KOMNAEKC NPOSPAMMHLIX Cpedcme, O0O0KyMeHmauyus),
conposodcoerue u noddepicky (obyuenue, conposodcoerue). Obcyxucoaromes ocobeHHOCMU paszpabomKuy Imux
pabouux npodykmos. Ilpu 3mom 0emanvHo aHAAUUPYEMCst NPOSPAMMHAS HACHb NOCMABKU — NOAb308AMENbCKUEe
unmepdeiicol, 6a306as noddepixcKa A3bIKA MOOeAUpoB8anus, noddepicka uyesocmuocmu (online), noddepicka
uenocmuocmu (post-processing), nodoepicka uerocmuocmu (administration), umnopm/sxcnopm, Web-nopman,
2eHEPamopbl OMHEmMos, CMPYKMypa peno3umopus, pa3eepmKa U Hacmpoika pewienus. B pamxax esedenmvix
nouamuti oocyxcoaromes yemoipe EAM-npoexma no pearuzauuu ynpasieHus apXumexmypoil, peaiu308antble 6
POCCULICKUX KOMIAHUSX: MPU NPOeKma Obiau 8bINOAHEHbl 05 PAMUMHBIX 20CKOPNOPAYUIL, 00UH — 0451 KPYNHOO
opeana 2ocydapcmeentoll eracmu. Bvisaeaena munoeas croicHoCms Smux npoeKmos — He00CMamoYHas NO00epICcKa
MemoOuKU MOOeAUPOBAHUS.

KiiouyeBbie ciioBa: apxuTeKTypa MpeAnpusiTUs, YyIpaBlieHUe apXUTEKTypOil MPeINpUsiThsi, OU3HEC-apXUTEKTYpa,
WT-apxurekTypa, nporpaMMHas uHxeHepusi, Microsoft Solution Framework (MSF), BusyanbHoe MoaeMpoBaHue,
MOJIeTbHO-OpUeHTUPOBaHHas nHxXeHepus, Capability Maturity Model Integrated (CMMI), Domain-Specific Modeling
(DSM), ceMroTHYECKMIT TTOIXOI.
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This article presents an investment project model in the telecommunications sector using public-private partnership
(PPP), making it possible to link the main project parameters (duration, volume of investments, fare, request) with the
expected indexes of effectiveness. When considering the project parameters and indexes of effectiveness, interests of
both the state and private company are taken into account.

The modeling algorithm and criteria of performance evaluation are developed based on the standards approved
Jor evaluation of investment projects with state participation, namely the Guidelines on performance evaluation of the
investment projects approved by the Ministry of Economy, Ministry of Finance, State Construction Committee of the
Russian Federation on June 21, 1999, No. VK 477.

This paper assumes that the most important criterion for evaluation of project effectiveness of a private company is
the maximum of the net present value of the project, meaning the excess of the total cash receipts over the total cost for
the project with regard to disparity of the effects (costs and benefits) related to different moments in time. Therefore, the
higher this index, the greater is the interest of a private company fo participate in the project.

1t seems that from the standpoint of the state two factors are most important: the social significance of the project and
minimum expenses of the state for implementation of the investment project under conditions of a limited capacity of
spending budget funds. The social significance of the project is defined by expert study as the impact of the operational
results on at least one of the domestic or foreign markets: financial markets, product and service markets, labor market,
etc., as well as the ecological and social environment.

The model makes it possible to calculate various scenarios to determine optimal project parameters ensuring
maximum efficiency for a given limit on the amount of budget investments.

The calculation results for the proposed model can be used to make decisions to participate in the project by the
authorities or public development finance institutions. It is proposed to document the model used and its evaluation
criteria in the rules of granting subsidies for such projects.
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Introduction

he telecommunications sector is a high-tech

industry and plays an important role in the de-

velopment of the national economy and its com-
petitiveness in response to global challenges. Its develop-
ment not only creates better conditions for the national
business activity, but also a favorable climate to attract
foreign investments in other sectors of the national econ-
omy, because a good infrastructure development level is
a prerequisite for effective and efficient business opera-
tions. Under conditions of shortage and high prices on
the national market of investment resources, attracting
state support is a high priority for Russian enterprises in
the telecommunications sector.

In big cities, the telecommunications market is nearly
saturated, and significant growth in the number of sub-
scribers is possible only by development of new, most of-
ten hardly accessible areas where they live. At the same
time, the basic limitation for operators in implementa-
tion of projects aimed at attracting new subscribers in
hardly accessible regions is the need for large-scale in-
vestments in basic telecommunications infrastructure
in these regions. However, through introduction of op-
erators’ innovations in the internal business processes,
the cost maintenance value of a new subscriber will be
low. Therefore, when implementing such infrastructure
projects, operators rely on state support.

At the same time, one of the key objectives of the state
in the area of telecommunications is to ensure that citi-
zens have access to modern telecommunications serv-
ices irrespective of their place of residence. This is stated
in the government program of the Russian Federation
«Information Society (years 2011-2020)» [4]. This pro-
gram envisages establishment of a modern information
and telecommunications infrastructure across Russia
and reduction of the «digital gap» of some federal ter-
ritorial unites of the Russian Federation.

The issue of public-private partnership (PPP) in
the telecommunications sector is also highly topical
in world practice. The World Bank, in particular, pays
close attention to PPP projects in the telecommunica-
tions sector. The official website of the World Bank [7]
constantly updates information on the regulatory envi-
ronment of the telecommunications sector in various
countries (licensing, tariff regulation, universal commu-
nication services) and posts examples of implemented
PPP projects (cases) in the European Union, Canada,
USA, Australia and Singapore.

Total capital investments in the telecommunications

sector in Russia in 2013 came to 270.7 billion rubles [4]
and the commitment rate of the federal budget to solve

government tasks in the telecommunications sector is no
more than 15 billion rubles per year [1].

It is obvious that the state’s capabilities to finance the
telecommunications sector are much lower than the fi-
nancial possibilities of the private sector. Therefore, the
task of finding optimal PPP models between the state
and the largest communication operators for develop-
ment of state-of-the-art communications services in
hardly accessible regions is extremely crucial.

The specifics of an investment project implemented un-
der the terms and conditions of PPP are that it is impor-
tant to calculate the efficiency of its implementation for the
company at minimum cost of the state and on the condi-
tion that the project is socially minded. Therefore, when
considering project implementation under PPP terms both
the state and private company face the task of building a
project model which will simultaneously take into account
the interests of private companies and of society as a whole.

1. Algorithm for applying simulation modeling
of the investment project
in the telecommunications sector
and its parameters

The implementation of investment projects in the area
of cellular communication takes place under conditions
of uncertainty, so even a qualitative business plan of the
project cannot guarantee that under conditions of Rus-
sia’s high-risk economy the investment project imple-
mented can ensure the efficiency and profitability laid
down in the plan.

Under conditions of uncertainty, one of the most rea-
sonable approaches to the analysis and evaluation of in-
vestment projects is simulation modeling. Application
of the modeling simulation in the efficiency analysis of
investment projects makes it possible not only to make a
reasonable decision about implementation or rejection
of one or another investment project, but also identify
scenarios leading to the best and the worst results of the
project being analyzed. This, in turn, can contribute to
the timely adjustment of the project implementation pa-
rameters in order to achieve maximum benefit on the
investments and justification for applying the public-
private partnership mechanisms.

For that reason, it becomes urgent to develop an inte-
grated algorithm for applying simulation modeling in an
investment analysis when working in the cellular com-
munication market [5].

The following algorithm is proposed for applying sim-
ulation modeling to investment analysis in the telecom-
munications sector. It consists of eight stages (Fig. ).
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Phase 1. Formulation of the investment project analysis problems
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L | |
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glements into language of performance criteria project’s effectiveness for the basic
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Information is sufficient
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Phase 4. Creation of simulation model to calculate the project’s effectiveness criteria
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Phase 5. Acquisition and preparation of data on incoming variables and models parameters
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Phase 6. Validation and verification of the simulation model
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Evaluation of model suitability Model verification Data validity

Suitability is confirmed
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Phase 7. Performing the simulation experiment

\ ) Y
Generation of values Generation of values Calculation of performance criteria
of incoming variables of incoming parameters for each simulation

| |
4

Phase 8. Analyzing the results

Fig. 1. General algorithm for applying simulation modeling to the investment analysis




The most important and critical stages of the proposed
algorithm are the stages of constructing conceptual,
mathematical and simulation models of the performance
criteria of the investment project under consideration.

In the phase of conceptual model development the
real system transfers to the logical scheme of its opera-
tion and the following steps are performed:

<> determine the model structure — static and dynamic
description of the investment project;

<> define the system boundaries, describe the environ-
ment, as well as its most essential elements and proper-
ties which can affect the final result of the investment
project under consideration;

<> develop a list of random variables and determin-
istic parameters, functional dependencies, constraints
and criteria of efficiency of the cellular operator’s in-
vestment project. The variables and parameters should
be selected from the following list of values that charac-
terize the activities of the cellular communication op-
erator: number of subscribers, call duration for different
types of calls (within the operator’s network, to num-
bers of other operators, to numbers of fixed-line teleph-
ony), the number of sms- and mms-messages sent, the
amount of data transferred, the scope of other services
provided, cost and net cost of one minute of a telephone
call for various types of calls, cost and net cost of sending
one sms- and mms-message, cost and net cost of trans-
mitting one unit of data, cost and net cost of providing a
unit of other services, value of dealership fees and other
values at the discretion of the developers.

It is proposed to use the following values in the pro-
posed model as parameters (constant values):

4 amount of investments required to develop the tel-
ecommunications infrastructure;

4 cost of one minute of outgoing call;

4 cost of an outgoing message;

4 cost of transmitting a unit of data;

4 discount rate;

4 project implementation period (period of construc-
tion and operation).

The project implementation period includes the peri-
od of facility construction and operation. Under stand-
ard conditions, the time required for completion of the
construction cannot be precisely identified, since delays
to the delivery of works is a common practice. On the
other hand, if we do not specify the period of construc-
tion and specify only the project implementation period,
the investor will be interested in reducing the construction
period in order to maximize the facility operation period
during which the investor derives revenue. This will have

a negative impact on the quality of construction work.
Therefore, the time period for facility construction and
operation should be set as parameters of the investment
project and indicated in the PPP contract.

The following values are proposed for assignment to
the model variables:

4 price of one minute of an outgoing call;

4 price of an outgoing message;

4 cost of transmitting a unit of data;

4 number of subscribers;

4 number of outgoing calls;

4 average duration of an outgoing call;

<+ number of outgoing messages per subscriber;

4 volume of data transmitted (traffic) per subscriber;
4 government take in the investment financing.

For performing simulation experiment, the sample
size must ensure its representativeness. This is deter-
mined for each random variable. At the end of the simu-
lation experiment, a number of values of performance
criteria of the investment project are expected to be re-
ceived. For analysis of the modeling results, the law of
distribution of the resulting indicator of the investment
project is determined, and on this basis the project risks
can be assessed. For this purpose, the expectation func-
tion and mean-square deviation indicators, as well as
various probability measures, should be calculated. The
result is that, for example, it will be fair to say with a defi-
nite probability that the value of the performance criteri-
on of the investment project of the cellular operator will
not be below a certain value, or determine the probabil-
ity of obtaining values of performance criteria indicating
the inefficiency of the investment project.

The application of the proposed algorithm will make it
possible to quantify the risks of the investment project in
the cellular market and make a justified decision about
implementation of the investment project using the PPP
mechanism, or decide against its implementation.

2. Criteria of effectiveness
of the investment project
in the telecommunications sector
under the terms of a public-private partnership

The effectiveness of the investment project is a cate-
gory reflecting the adherence of the project generating
this investment project (IP) to the aims and interests of
its participants [1].

It is common practice to refer the effectiveness of the
project as a whole and the effectiveness of participating
in the project to types of effectiveness of the investment
projects (Fig. 2).
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EFFECTIVENESS OF INVESTMENT PROJECT

r

Effectiveness
of Investment of Participation
Project as a whole in the Project

v v v v v

Effectiveness

Public Commercial Effectiveness | | Effectiveness | | Effectiveness
efficiency | | effectiveness of enterprise | | of participation of
participation | | of higher-level | | investment
structures in equities
Regional Branch Budget
effectiveness | | effectiveness | | effectiveness

Fig. 2. Effectiveness of the investment project

The effectiveness of the project as a whole is estimated
in order to determine the potential attractiveness of the
project to potential participants and fundraising. It in-
cludes public (social and economic) efficiency and com-
mercial effectiveness of the project.

The indicators of public efficiency account for social and
economic consequences of the investment project imple-
mentation for society as a whole, including both immedi-
ate results and costs of the project, and «external» results,
namely the costs and results in related economy sectors,
environmental, social and other non-economic effects.

Indicators of the commercial effectiveness of the project
account for financial implications of its implementation
for the participant implementing the investment project,
on the assumption that the participant bears all the neces-
sary project costs and enjoy all its results.

The effectiveness of participation in the project is deter-
mined in order to verify the investment project implemen-
tation and interest of all project participants in the project.

Prior to assessment of effectiveness, the social sig-
nificance of the project is determined by evaluation of
experts. The social significance (scale) of the project is
determined by the effect of the project implementation
results on at least one of the internal or external markets:
financial, products and services, labor and other mar-
kets, as well as on the ecological and social environment.

Further assessment is conducted in two phases.

The first phase calculates the effectiveness indicator of
the project as a whole. For socially significant projects,
their social efficiency is evaluated first. If the social effi-
ciency is improper, such projects are not recommended
for implementation and cannot qualify for state support.
If their social efficiency turns out to be sufficient, their
commercial effectiveness is assessed next. If the com-
mercial effectiveness of the socially significant IP is in-
sufficient, a recommendation is made to address the pos-
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sibility of applying various forms of support which could
increase the IP commercial effectiveness to an accept-
ance level. The subject of public-private partnership and
selection of its implementation methods then comes out.

The second phase of assessment is performed after de-
velopment of the funding model. This phase specifies a
list of participants and identifies the financial feasibility
and participation efficiency in each participant project.

On this basis, the following algorithm for construct-
ing an optimal model of the PPP project is proposed in
terms of its effectiveness (Fig. 3).

Assessment
of social
i significance
Assessment of public of the project >
efficiency of the project - >
+ v Project
, is not efficient
Assessment of regional - in terms of PPP
efficiency of the project > oris
+ + commercially
effective
Assessment of branch and can be
efficiency of the project = »| implemented
without
+v the state
Assessment of commercial + | support
effectiveness of the project L~
-v
Construction of the project model using the public-private partnership
to achieve a positive commercial effectiveness of the project.

Fig. 3. Algorithm for constructing an optimal model of PPP project
in terms of its effectiveness

It is recommended to use the following indexes as the
main indicators to calculate IP effectiveness:

4 net present value;

4 internal rate of return;

4 need for additional financing;

4 profitability indexes of expenses and investments;

4 payback period.

The conditions of financial feasibility and perform-
ance indexes are calculated on the basis of cash flow,
whose specific components depend on the estimated
kind of effectiveness.

The most important indicator of project effectiveness
is net present value (NPV, another name is integral ef-
fect), i.e. the accumulated discounted effect for the ac-
counting period. NPV is calculated by the formula:

1
NPV =Y CF,———
2 (1+E)=")

where CF is a cash flow at the end of m-th step;



FE is the discount rate;

t is a beginning of a project;

¢, is an end of m-th step.

In order to recognize that the project if efficient in terms
of the investor, the project NPV should be positive. When
comparing alternative projects, priority shall be given to the
project with a higher NPV, provided that NPV is positive.

Another effectiveness indicator is the internal rate of
return (IRR, other names are internal rate of discount,
internal rate of profit margin). In the most common case
of IP beginning with investment outlay and having a
positive net profit, the internal rate of return is a positive
number £ which satisfies the following requirements:

<> with a discount rate E =E, becomes zero in the net
present value of the project;
<> this is a singular number.

Payback period with regard to discounting is the peri-
od of time from the initial moment to payback moment
with regard to discounting. The payback moment with
regard to discounting is referred to as the earliest time
in the accounting period after which the current net
present value NPV (k) becomes greater than zero and
keeps on negative. When assessing the effectiveness, the
payback time usually acts as a limitation.

The need for additional financing with regard to dis-
count (AF, other names are project costs, capital risk) is
a maximum absolute value of the negative accumulated
discounted balance of the investment and operational
activities. The AF value indicates the minimum dis-
counted amount of the external financing of the project
required for its financial feasibility.

Profitability indexes characterize a (relative) project
benefit per investment. They can be calculated both for
discounted and non-discounted cash flows.

Net present value is proposed as an effectiveness cri-
terion of investment projects in the telecommunications
sector under public-private partnership conditions. It is
proposed to find its maximum value with a given amount
of investment and minimum state participation.

3. Investment project model
for the telecommunications sector
under conditions of public-private partnership:
parameters and their association

The basic logic of the mathematic model construction
procedure is to determine the parameters and variables
that are included in the model, as well as the type of dis-
tribution, which these variables are subject to, and inter-
dependences (functional and probabilistic relationships
between variables).

Compliance with such a procedure is necessary to cre-
ate a model that would be as follows:

NPV=fXpees X yees X5 0, oy a, ... a),

where x, are variables (cash flow components being ran-
dom values);# is a number variables;

a, are fixed model parameters, i.e. those cash flow
components which in the previous analysis were identi-
fied as independent or little dependent on the external
environment, and therefore are considered as determin-
istic values;

m is a number of model parameters.

To construct a mathematical model of the investment
project in the telecommunications sector under the
terms of PPP, it is proposed to select the following model
parameters and variables:

— model parameters:

4 the amount of investments required for creation of
telecom infrastructure (/);

4 the cost of one minute of outgoing call of i-type in
the #-th period (CX,);

4 the cost of an outgoing message of i-type in the 7-th
period (CY,);

4 the cost of transmission of a unit of data in the #-th
period (CZ);

+ fixed costs in the 7-th period (£C));

4 discount rate (7);

4 duration of the project (7);

4 period of project construction (7});

4+ useful lifetime of the project (7,);

—model variables:

<> price of a minute of outgoing call of i-type in the
t-th period (PX);

<> price of an outgoing message of i-type in the #-th
period (PY);

<> the cost of transmitting a data unit in the #-th pe-
riod (PZ);

<> number of outgoing calls of i-type per subscriber in
the #-th period (X));

<> average duration of the i-type of outgoing calls for
t-th period (D, );

<> a number of outgoing messages of i-type per sub-
scriber in the #-th period (Y,);

<> amount of data transferred (traffic) per subscriber
in the #-th period (Z);

<> state participation in investment financing ().

Therefore, the target function of the project can be
written as follows:
-1 NS —FC,

NPV = 21:1 (1+r)To’Ti

—-I1(1-)),

where S=Bt (PXit_ CXit) + Yir (PYit_ CYrt) + Zt (PZt_ CZt)
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The next investigation stage is calculation of the
project function with specified project parameters and
various options of possible values of variables with a re-
stricted service prices set by a private company under the
state anti-monopoly regulation and restricted capabili-
ties of the public participation in the project.

Conclusion

The developed performance evaluation algorithm and
criteria for the investment project on the terms of PPP
made it possible to construct a model connecting the ba-
sic project parameters (duration, amount of investment,
rate, demand) with the expected performance indexes.

The model identified seven parameters and nine variables.

The model makes it possible to calculate various sce-

narios to determine maximum effectiveness with re-
stricted volume of state investments.

The results of calculation made on the basis of the
proposed model can be used by the authorities or public
financial institutions to reach a decision about participa-
tion in a project. It is proposed to document the model
application and evaluation criteria in the rules of grant-
ing subsidies for the implementation of PPP projects.

The proposed algorithm for analysis of the invest-
ment projects under PPP terms has large-scale capabili-
ties and makes it possible to adapt them to the available
analysis models of investment projects, as well as modify
them with due regard to actual conditions of implemen-
tation of the investment project.

The disadvantages of this approach are the subjectivity
in selection of restrictions on the variables, including the
volume of state investments. B
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II.B. KOTEJIbHUKOBA

acnupanm Kagedpvl uHHo8ayUll U bU3Heca 6 cghepe UHHOPMAYUOHHBIX MEXHONOUIL,
Hayuonanvnuiii uccredosamenwvckuii ynugepcumem «Boicuias wikona 3koHoMuku»;
enasuwlil uncnekmop Cuemnoii nasameot Poccuiickoit Dedepayuu

Aodpec: 101000, e. Mockea, ya. Macnuykas, 0. 20
FE-mail: kotelnikovapolina@gmail.com

B cmamve npedcmasnena modenv uHeeCmMULUOHHO0 NPOEKMA 6 CEKMOope MeAeKOMMYHUKAUULL HA YCAOGUSX
eocydapcmeenHo-yacmuoeo napmuepcmea (I'111), nozeoasiouas cészamo 0CHOGHble Napamempuvl npoekma (Cpox,
obvemM uHeecmuyull, mapug), cnpoc) ¢ oxcudaemvimu nokazamenamu 3pgexmusrnocmu. Ilpu paccmompenuu
napamempos u nokazameneil IhexmueHocmu npoeKma YHUMvlearomes UHmepecsl KaxK 2ocyoapcmea, maxk u
YacmHoll KOMRAHU.

Aneopumm nocmpoerusi Modeau U Kpumepuu oyeHKU 3gexmusrHocmu pazpadbomarsl Ha OCHOge CMAaHOapmos,
YMBEPHCOCHHBIX 051 OUEHKU UHBECIUUUOHHBIX NPOEKmMOo8 ¢ 00aeli 20Cy0apCmeeHH020 YHacmus, a UMEHHO —
Memooduueckumu pexomeHdayuamu no oueHke dPGeKmueHocmuU UHBECIUUUOHHBIX NPOEKMO08, YIMBEepICOeHHbIX
Munsxonomuku PP, Mungurnom PD, Toccmpoem PD om 21 urons 1999 2. Ne BK 477.

B pabome donyckaemcs, umo 0413 4aCMHOI KOMAAHUU CAMbIM BAJICHBIM KpUMepUem OueHKU 3ghghekmusHocmu
NPOeKma [65emcs MAKCUMyM NOKA3amens. YUCmot NPU6eO0eHHOU CmoumMocmu (HUCoeo npugedeHHo2o 00x00a)
npoeKma, KOMopwlii XapaKmepu3yemcs: npegbluleHuem CyMMAPHbIX OCHENCHbIX NOCMYNACHUI HA0 CYMMAPHbIMU
3ampamamu 045 OGHHO20 NPOEKmMA C Y4emom HepasHoueHHocmu 3ggexkmos (3ampam u pe3yivmamos),
OMHOCAUUXCS K PAAUMHBIM MOMeHmam epemenu. Taxum oOpazom, yem evluie OanHblil nOKa3amens, mem 601bULLLl
UHmepec y YacCmHOl KOMIAHUU 8bI3bI6AeM YHaACmUe 8 OAHHOM NPOeKme.

Ilpedcmasasemces, umo c mouku 3peHus eocyoapcmea Hauboaee 8alCHLIMU A6AH0MCA 06a aKkmopa: Haiuyue
00UeCMBEHHOU 3HAYUMOCIU NPOEKMA U MUHUMYM 3ampam 2ocy0apcmed Ha peatu3auyuio UHEeCMULUOHHO20
NPOeKmMa 6 YCA0BUSX O02PAHUYEHHOU B03MOJICHOCMU pacxo008anus 6r0xcemubix cpedcms. ObujecmeeHHas
BHAUUMOCIb NPOEKMA Onpedeasemcs SKCNePMHbIM NYMeM KaK 6AUsHUe Pe3yAbMamos peatu3ayuu npoeKma xoms
Obl HA 00UH U3 BHYMPEHHUX UNU BHEUHUX PbIHK08: (PUHAHCOBbIX, PbIHKO06 NPOJYKMO8 U ycaye, PbiHKa mpyoa u m.o.,
a maKsice Ha KOA0UMECKYIO U COUUANLHYIO 0OCIAHOBK).

Modeav nozgonsiem paccuumamo pazauuHbvle CueHapuu 04s onpedeaeHust ONMUMAAbHbIX NAPAMEmpPos NPOeKmd,
0becnevUsarOuUxX MaKCUMAbHYH 3ggheKmusHocms npu 3a0AHHOM 02PAHUMEHUU HA 006eM OH00XHCeMHbIX UHBECIULUL.

Pezyavmamut pacuemog no npednaeaemoii modeau mocym 0bimb UCNOAB308AHL 0451 RPUHAMUS OPAHAMU
saacmu Uy 20cy0apCcmeeHHbIMU PUHAHCOBIMU UHCIMUMYMAMU PA38UMUS pelieHull 00 yuacmuu 8 npoekme.
Hcnonv3oseanue modeau u kpumepuu ee oueHKU npeoaazaemcs 3aQUKCcUposams 8 npaguaax npedocmasneHus
cybcuduu Ha pearu3ayuro MaKux nPoeKmos.

KioueBbie ¢JioBa: TocyqapCTBEHHO-YAaCTHOE MTAPTHEPCTBO, MHBECTULIMOHHBIN TTPOEKT, 3(P(HEKTUBHOCTH ITPOEKTA,
WMUTAIMOHHOE MOACIMPOBAHNE, TEJICKOMMYHMKAIIUH.

IMutuposanme: Maltseva S.V., Kotelnikova P.V. Model of an optimal public-private partnership project in the
telecommunications sector // Business Informatics. 2015. No. 4 (34). P. 24—31. DOI: 10.17323/1998-0663.2015.4.24.31.
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The paper focuses on the questions of infological modeling of performance management systems (PMS), which
represent the means of information support of strategic management and help to eliminate the gaps between strategic
and operational management levels. Infological models of performance management systems include such elements as
information flows, external information objects, functional blocks, functional modules, analytical functions, as well as
methods, information systems and processes of management information processing.

It is preferable to develop individual infological models for particular organizations relying on reference models,
by individualizing them and detailed elaboration. Among the reference models, there is a basic (generic) infological
model that represents the most common characteristics of all the enterprises and organizations, regardless their types
and industry affiliation.

The procedure of transition from the basic infological model to an individual model includes four stages.

In the first stage, detailed elaboration of enlarged information flows is performed: each of the enlarged information
Sflows is subdivided into more detailed flows, taking into consideration the peculiarities of a concrete organization. The
detailing is provided taking into account types and sources of information, as well its affiliation with particular divisions,
business segments and geographical segments. In the second stage, relationships between inputs and outputs of functional
modules are discovered. Relying on such relations, preliminary (necessitating additional specification) analytical functions
are established. In the third stage, the processes of collection, storage and processing of management information that are
available within preliminary analytical functions are defined. Finally, in the fourth stage, the final versions of analytical
functions are created by detailing and re-organization of previously defined preliminary functions.

The paper also indicates the possibility of an alternative approach, where developing an individual model starts
with the definition of analytical functions.

Key words: performance management system, infological modeling, reference model, individual model, analytical function,
information flow, management information processing.
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Introduction the strategic process and ongoing management through
analysis, planning, measurement, control, rewarding, and
broadly managing performance, and for supporting and
facilitating organizational learning and change» [1]. How-
ever, performance management systems often are treated

in some narrower sense — as means of information support

erformance management systems (PMS) repre-
sent one of the important classes of management
systems. Nowadays they are applied in many large
companies and non-for-profit organizations. In the most

common sense, such systems may be defined as «formal
and informal mechanisms, processes, systems, and net-
works used by organizations for converting the key ob-
jectives and goals elicited by management, for assisting
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of strategic management which help to eliminate gaps be-

tween strategic and operational management levels [2—4].
One of the stages of performance management systems

development process is the stage of design, which includes



formation of infological models. The importance of such
models is explained by the fact that they are used as a foun-
dation for subsequent detailed design of particular subsys-
tems and for planning their development. In this connec-
tion, an approach to the formation of individual infological
models seems topical. Any individual infological model
refers to a specific entity and should take into considera-
tion its characteristics — both sectoral and individual.

1. Reference and individual infological models
of a performance management system

The methodology of infological modeling of perform-
ance management systems has many similarities with
other modeling approaches, but at the same time is ori-
ented to a particular task. Such methodology reflects all
the material aspects that are important for subsequent de-
sign of subsystems. On the other hand, the methodology
allows us to avoid excessive detailing, which may reduce
understandability of the models for wide range of stake-
holders, and first of all, — for managers and specialists
who work in the relevant management areas.

The basic terms of the performance management sys-
tems modeling methodology include [5]:

4 information flow — a distinguishable part of manage-
ment information that is to be transmitted between, at
least, two information objects — the source of the infor-
mation and its recipient;

4 external information object — a source or a recipient
of information, which is situated outside the performance
management system;

4 functional block — an enlarged information object of
the performance management system;

4 functional module — an information object of the
system, which is situated within a functional block;

4 analytical function — an information object of the
performance management system which is situated with-
in a functional module. Each analytical function has its
owner — a department that supervises its execution;

4 method of information processing — a way of trans-
forming an input of an analytical function into its output;

4 information system — hardware and software that
provide practical application of an appropriate informa-
tion processing method;

4 process — a set of operations that are necessary to
transform an input of an analytical function into its out-
put. Each process has its owner, as well as performers of
certain operations.

The formation of individual (i.e. related with concrete

organizations) infological models of performance man-
agement systems may be executed either «from scratch»,
or relying on typical (reference) models reflecting charac-
teristics of a certain range of management objects.

Within possible reference models, a basic (generic) in-
fological model of the performance management system
may be considered to be the most important. The model
represents common characteristics of all the organiza-
tions, regardless of their types and industry affiliation.
The basic model uses a restricted range of modeling ele-
ments — information flows, external information objects,
functional blocks and functional modules. In particular,
the model includes five enlarged external information ob-
jects, four functional blocks, thirteen functional modules,
as well as information flows between them [6].

The basic model has an enlarged nature: it covers nei-
ther detailed analytical functions, nor data processing
methods, systems and processes. Furthermore, informa-
tion flows and external information objects are also en-
larged and are subjects of subsequent detailed elaboration
in the individual infological models.

Besides the basic infological model, industry-focused
reference models may be applied. The industry-focused
models reflect specific characteristics of certain industries
or types of organizations. Such models are more detailed
in comparison with the basic model, because they deal
with detailed information flows and external objects.

As to individual infological models, they should con-
tain all the elements of modeling methodology, including
detailed information flows, detailed elements of external
information objects, as well as analytical functions (with
their owners), methods, information systems and processes
(with their owners and executors of their operations).

2. Transition from the basic infological model
to an individual model

The formation of an individual infological model of
a performance management system relying on the basic
(generic) model is related to the execution of four stages.

Stage 1. Detailing of enlarged information flows. At
this stage, each of the enlarged information flows of a
basic model is represented as a set of more detailed flows
that represent specific features of concrete organiza-
tions. Under the detailing such aspects as the type of in-
formation, as well as its affiliation with certain divisions,
business segments and geographical segments should be
taken into consideration.

The type of information characterizes its nature and its
role in the management system. In many cases, types of
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information may be determined relying on the applied
methods and models of economic analysis and manage-
ment, for example, environmental analysis models, bal-
anced scorecard methodology, decision making methods,
budgeting theory, financial consolidation standards, etc.
Often it is convenient to represent the classification of in-
formation types as a hierarchy, using «from the general to
the particular» logic. Taking into consideration the objec-
tive differences in the nature and purpose of the informa-
tion, different types of information should be represented
by different detailed information flows (although one in-
formation flow may be used by several recipients).

By a division with which one or another information
flow is affiliated, we imply a large element of an organiza-
tional structure — a strategic business unit, an enterprise
(within a group of companies), or a large department. If
the information refers to different divisions, it should be
separated into different detailed information flows. The
exception is the case when information processing is cen-
tralized and the results are delivered simultaneously to
several divisions.

A business segment is a component of an entity that
provides a particular product, or a group of related prod-
ucts. Identification of business segments may rely on such
criteria as the nature of a manufactured product, features
of production process, types of customers and methods
of delivery, as well as the specificity of the regulatory en-
vironment.

Affiliation with a business segment may have an influ-
ence on applied types of information, because different
businesses need management information of different na-
ture. For example, technological information is important
for all the business segments; however, different business
segments use information about different technologies.
This means that some types of information are relevant
to certain business segments and at the same time irrel-
evant to the others. If information types are represented as
a common hierarchical classification, discrepancies may
arise on any of the levels. It is also possible to use an ap-
proach where particular classifiers are developed for each
of business segments separately. At the same time, some
types of information are equally relevant to all the busi-
ness segments (for example, general legislation).

Information relating to different business segments
should be represented by different detailed information
flows; it is provided by relevancy of information types to
certain business segments.

A geographical segment is a component of an entity
that provides products or services within a particular eco-
nomic environment which is inherent to a particular re-
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gion. The distinction of geographical segments may rely
on such considerations as features of economic and po-
litical conditions in regions, relevant risks, as well as rela-
tionships between operations in different regions.

Affiliation with geographical segments is also topical
for some types of information. For example, marketing
information is important for all the geographical seg-
ments, however, in different segments information about
different regional markets will be used. Affiliation with a
geographical segment does not affect the applied types of
information: similar operations in different geographical
segments require information of the same types. As in the
case of business segments, some types of information are
equally relevant to all the geographical segments (for ex-
ample, technological information).

Information relating to different geographical segments
should be represented by different detailed information
flows.

Stage 2. Establishing linkages between inputs and out-
puts of functional modules, determining preliminary ana-
Iytical functions. As for outgoing information of function-
al modules is created relying on incoming information,
at this stage correspondence between inputs of modules
and their outputs is established. For each output, a search
of inputs whose information (taking into account its
processing) is necessary for this output is arranged. More-
over, each output should correspond to at least one input,
and each input should be linked with at least one output.

Particular processes of incoming information processing
are not considered at this stage. However, methods and ap-
propriate information systems, which will be used to trans-
form inputs into outputs, are to be defined. Determination
of methods and data processing systems is extremely im-
portant at this stage, because they in many respects have
an effect on correspondence between inputs and outputs.

When establishing correspondence between inputs and
outputs of functional modules, two types of problem situ-
ations may arise.

In the first case, for some of the outputs, determining
appropriate sets of inputs (so that information of these
inputs will be sufficient for formation of the outputs) ap-
pears unsuccessful. The cause is insufficiency of the in-
coming information. In this case, it is necessary to revise
the scope and content of the incoming information flows,
and then — to introduce some new information flows or to
amend content of existing ones.

In the second situation, for some of the outputs aggre-
gated incoming information arriving from correspond-
ing inputs is excessive, but still all these inputs are really
necessary and none may be excluded from considera-



tion. Such a situation may arise from a lack of informa-
tion flow detailing. In this case, it is necessary to arrange
additional detailed elaboration of incoming information
flows which are excessive regarding certain outputs.

After establishing the correspondence between inputs
and outputs of functional modules, relying on these link-
ages, analytical functions are formed. Each of these func-
tions, as usual, is related to one particular output of the
functional module: each function receives incoming in-
formation that, after certain processing, is transformed
into outgoing information for the particular output of the
functional module.

The exceptions are cases when several outputs are cre-
ated as a result of joint information processing. In such
cases, an analytical function may be related simultane-
ously with several outputs.

The scope of analytical function determined at this
stage is not final, because they were established just rely-
ing on linkages between inputs and outputs, regardless of
concrete processes of information collection, storage and
processing. Furthermore, one has to define more precise-
ly the scope of the function and their content, taking into
account particular processes and their owners. Therefore,
the analytical functions determined at this stage may be
treated as preliminary functions.

Stage 3. Determining processes of management infor-
mation gathering, storage and processing within prelimi-
nary analytical functions. At this stage, within preliminary
analytical functions, we describe processes of transforma-
tion of these functions’ inputs into their outputs. When
describing the processes, previously defined data process-
ing methods and information systems are taken into con-
sideration. The processes are described using existing no-
tations such as ARIS, IDEF 3 or BPMN. In a parallel
way, the methods and information systems are elaborat-
ed in more detail. For all the defined processes (or their
considerable fragments), their owners (departments and
managers responsible for execution of the processes) are
appointed.

At this stage, cases of duplication of the processes (i.e.
execution of the same processes within different analyti-
cal functions), as well as situations when processes of one
analytical function have different owners are quite prob-
able. Such situations arise because of the peculiarity of the
procedure of determining preliminary analytical func-
tions and they should be adjusted in the next, final stage.

Stage 4. Determining final analytical functions. The
fourth and final stage is associated with redesign of pre-
liminary analytical functions and determining final ver-
sions of the functions. Moreover, the preliminary func-

tions are analyzed from the point of view of duplication of
processes. All the processes and their considerable parts,
which are duplicated within one or several preliminary
functions, are to be excluded from these functions. In-
stead, for each such process (fragments) a new analyti-
cal function is created. As a result, preliminary analytical
functions are transformed into new functions that are free
from duplication of processes.

After elimination of the process duplication effect, ana-
Iytical functions are analyzed from the point of view of
the existence of multiple owners of the processes which
are available within them. Such situations are undesir-
able because the existence of multiple owners within the
same function may appear critical for appointment of the
owner of the analytical function. Therefore, in such cases
it is recommended to split the analytical function into a
few new functions, so that all the processes within any of
the new functions have only one owner (that becomes the
owner of the whole function).

The combination of different processes owners within
one analytical function is acceptable as an exception if the
vast majority of the processes within the function are as-
sociated with the same owner. In this case, such an owner
is appointed as the owner of the whole analytical func-
tion, while «minority» owners act as its subcontractors.

At the fourth stage, the direct performers of all the op-
erations of the processes are also appointed. Generally,
the performers of certain operations may differ from the
owners of processes and analytical functions.

3. An alternative approach

As an alternative to the procedure of transition from the
basic infological model to an individual model described
above, an approach starting with analytical function de-
termination may be considered. The scope and content of
analytical functions should be determined relying on two
criteria — commonality of operations performed within
one or another function, and the possibility to appoint
a certain owner who is able to take responsibility for ex-
ecution of the function. For each determined analytical
function, its inputs and outputs, as well as the methods
of management information processing and appropriate
information systems should be defined.

Further steps are focused on determining information
linkages between analytical functions and, for external
information flows — between analytical functions and
external information objects. This means that each input
of an analytical function should be linked with a single
source — an output of another function or external ob-
ject, and each output — with outputs of other functions
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or external objects. For this purpose, first of all, corre-
spondence of inputs and outputs of analytical functions
with functional modules and external objects (informa-
tion sources or recipients of the function) is performed.
At the same time, enlarged information flows related to
inputs and outputs of analytical functions are defined.
These steps allow us to link analytical functions and, if
necessary, external objects and, consequently, to deter-
mine detailed information flows.

Using this approach, some problems related with iden-
tification of linkages between inputs and outputs of ana-
Iytical functions may arise. It is also possible that some of
the information requirements of external objects — recipi-
ents of information from the performance management
system appear unfulfilled. The cause of such situations
may be related to lack of content of information flows, or
even to missing some information flows that really are nec-
essary. Such discrepancies may arise when determining
inputs and outputs of analytical functions. Adjustment of
problem situations arising during the alternative approach
application may require either revision of content of the
information flows (and, consequently, inputs and outputs
of analytical functions), or addition into the model of
some new information flows or new analytical functions.

Adjustment of the model may have an iterative nature
and may require considerable investment of the time of
managers and specialists. Nevertheless, the advantage of
the alternative approach is the possibility of better use of
knowledge, experience, initiative and enthusiasm of em-
ployees who work on lower levels of the management hi-
erarchy, while determining the ways of performing mana-
gerial functions more efficiently. In contrast to the main
approach described above («from the requirements»), the
alternative approach may be considered as an approach
«from possibilities». It may be concluded that both ap-
proaches may be applied in the practice of modeling per-
formance management systems.

Conclusion

Infological modeling is extremely important for design-
ing performance management systems and, in the general
context, — for managing the development of such systems.
The infological model is based on such elements as infor-
mation flows, functional blocks, functional modules, ana-
Iytical functions, as well as methods, information systems
and processes of management information processing.

While the basic (generic) reference infological model of
a performance management system represents the most
common characteristics of organizations of all types and
industries, individual models are designed for particular
organizations. The most efficient way of forming individ-
ual infological models is transition from the basic refer-
ence model by its detailed elaboration. The procedure of
an individual model formation relying on the basic model
comprises several stages, including detailing of enlarged
information flows, establishing linkages between inputs
and outputs of functional modules with subsequent deter-
mination of preliminary analytical functions, determining
processes of management information gathering, storage
and processing within preliminary analytical functions,
and determining final analytical functions.

There is also an alternative approach. According to
this approach, the first step of the individual infological
model formation process is definition of analytical func-
tions. Then correspondence between analytical functions
and external information objects are established and de-
tailed information flows are determined. The alternative
approach allows us to use competences of management
personnel more efficiently and, in spite of some objective
disadvantages, may also be applied in modeling practices
of performance management systems. Detailed elabora-
tion of stages of the alternative approach, as well as related
problem situations, may be considered as a subject of fur-
ther research. m
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Cmamvs  noceésuena Gonpocam UHPOPMAYUOHHO-A02UHECKO20 MOOCAUPOBAHUS CUCMEM YNPAGACHUS
sgpghexmusnocmoio  (performance management systems, PMSs), npedcmaensiowux coboii cpedcmea
UHPOPMAUUOHHOU NOOOEPICKU CMpameuteckKoe0 MeHeONCMeHma, NOMo2arouue YCmpanums paspulebl Mexcoy
cmpamezu4eckum U meKyuwum ypogusamu ynpasaenust. UngopmayuonHo-10euueckue Mooeau cucmem ynpasieHust
IPPexmuUHOCHbIO BKAIOUAIOM MAKUe INeMeHMbl, KaK UHQOPMAYUOHHbIE NOMOKU, BHEWHUE UHGOPMAUUOHHbLE
00BeKmbl, QYHKUUOHANbHBIE OA0KU, DYHKUUOHAAbHbIe MOOYAU, AHAAUMUYeCKUe QYHKUUU, a maKdce Memoobl,
UHOPMAUUOHHbIE CUCMEMDL U NPOUECChbl 00pabomiKu ynpasieH4eckoll UHGopmMayuu.

Dopmuposarue UACMHbIX —UHDOPMAUUOHHO-A02UYECKUX —MoOeaell 04 KOHKDEMHbIX —OpeaHU3AUULL
1eneco0BpPaA3HO OCYUeCBAIMb HA OCHOBE PehepeHMHbIX MoOenell, Nymem UX KOHKPeMuU3auuu U 0ematu3ayuy.
Kuucay peghepernmunbix omuocumes 6a3o6as (0600ueHHast) UHGOPMAUUOHHO-A02UMECK AsL MOOCAb, OMPAICAROULAS
Hauboaee o0ulUe XapaKmepucmuKy 6cex NPeonpusmuil U OpeaHu3ayuil, He3asUCUMO O UX MUNOE U OMPACAesoll
NPUHAONEHCHOCHU.

IIpouedypa nepexodoa om 0a3080i UHPOPMALUOHHO-N02UMECKOL MOOeal K 4acmHOU npedycmampuseaem
Yemobipe smand.

Ha nepsom smane ocyujecmensiemcst 0emanu3ayus YKPYNHEHHbIX UHMOPMAUUOHHBIX NOMOK08: KaXicOblil
U3 YKPYNHEHHbIX UHGQOPMAYUOHHBIX NOMOK08 0a30800 mModeau pazbusaemcs Ha 0onee OemasnbHvle NOMOKU,
yUUmbleaiouwue 0COOeHHOCMU KOHKPemHOU opeanu3auuu. Jlemaniuzauus ocyuecmensiemcs ¢ y4emom munog
U UCMOYHUKO8 UHQOpMAayuU, a makice ee NPUHAOAEHCHOCMU K onpedeneHHbIM noopazdeneHusm, OusHec-
ceamenmam u eeoepagpuueckum ceemenmam. Ha emopom smane evisensiomes ceéazu medxcdy exodamu u
8bIX00aMU QYHKUUOHAABHBIX MOOYAEI, HA IMOIL OCHOBE (OPMUPYIOMCS NpedsapumensHbie (m.e. Hyncoarouuecs
8 00NOAHUMEeNbHOM YMO4HeHUU) anaiumuveckue yukyuu. Ha mpemvem smane npoussooumcs onpedeneHue
npoueccos cbopa, XpaneHust U 06pabomKu ynpaeseH4eckoi UHpOpMayuy, Komopvle npomeKaom 6 pamkax
npedsapumensiovix anatumuveckux @yukyuil. Hakoney, na uwemeepmom smane npoucxooum opmuposanue
OKOHYAMEAbHbIX AHAAUMUMECKUX (QYHKYULL, nymem Oemaiu3auyuu U peopeanu3ayull onpeodeseHHuX panee
npedeapumenvHuix QyHKUU.

B pabome makoice ykazvieaemcs Ha 03MONICHOCHb AAbMEPHAMUBHO20 N00X00a, NpU KOMOPOM HOCHPOeHUe
YacmHOU MoOeau HAHUHAemcesi ¢ OnpedeneHus AHaNUMU4eckKux QYHKYULL.

KmoueBsie ciioBa: crcteMa ynpanieHUs1 3¢ (GEeKTUBHOCTbIO, MH(POPMALIMOHHO-JIOTHYECKOE MOIeIUpOBaHue, pedpepeHTHasE
MOJIeJIb, YACTHAsI MOZEJIb, aHAJIUTUYeCKast (PYHKLIMST, TH(OPMALIMOHHbIN MOTOK, 00paboTKa yrnpaBieHUeCKOM MH(hOPMAaLIMH.
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The resource efficiency of different implementations of the branch-and-bound method for the classical traveling
salesman problem depends, inter alia, on ways to organize a search decision tree generated by this method. The
classic «time-memory» dilemma is realized herein either by an option of storing reduced matrices at the points of
the decision tree, which leads to reduction in the complexity with additional capacity cost, or matrix recalculation
for the current node, which leads to an increase in complexity while saving memory. The subject of this paper is an
experimental study of temporal characteristics of solving the traveling salesman problem by the branch-and-bound
method to identify a real reduction of span time using additional memory in a selected structure of a decision tree.
The ultimate objective of the research is to formulate recommendations for implementing the method in practical
problems encountered in logistics and business informatics.

On the basis of experimental data, this paper shows that both considered options of the classic algorithm for
the traveling salesman problem by the branch-and-bound method generate software implementations with an
exponential dependence on the execution time of the input length. The experimental results permit us to suggest
that the applicability of an additional memory capacity of no more than 1 GB results in a significant (up to five
times) reduction of the time span. The estimate of the resulting trend makes it possible to recommend practical
application of the software implementation of the branch-and-bound algorithm with storage of matrices - with a
really available 16 GB random-access memory and with limitation of the expected average computation time of
about one minute on modern personal computers whereby problems having a dimension no more than 70 can be
solved exactly.
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Introduction

large variety of practical settings in the area of

business informatics and logistics comes down

o the classical traveling salesman problem. The
abundance of heuristic methods for its solution does
not mean rejection of obtaining exact solutions for this
problem. Obviously, for precise methods having an ex-
ponential complexity the researchers would like to have
estimates of the dimension of problems which can be
solved within a reasonable time, as well as modified ex-
act algorithms with a better time efficiency.

For certain algorithms, an increase of time efficien-
cy can be achieved by using an additional amount of
available memory. This situation arises in algorithms
allowing us to replace re-computations for storing
previously obtained intermediate results. This ap-
proach can also be used for algorithms implement-
ing the branch-and-bound method for the traveling
salesman problem. By the example of modifications
of the classical algorithm for the exact solution of the
traveling salesman problem using the branch-and-
bound method proposed by J.D.C.Little, K.G.Murty,
D.W.Sweeney and C.Karel [1], this paper illustrates a
possible increase of the time efficiency using an addi-
tional memory to store matrices in the data structure
of the search decision tree.

1. Setting up the traveling
salesman problem

The problem description lies in the fact that the sales-
man has to visit a number of cities for product advertis-
ing and selling purposes. It is assumed that between each
pair of cities there is an internal transportation. Let us
call these visiting rules a tour in which each city is visited
only once. The fare between the cities is known, and, in
general, the return fare is different. The challenge is to
find the traveling salesman tour with minimal cost. It is
obvious that the number of tours is finite, and we can
solve the problem by straightforward enumeration. But,
unfortunately, a complete set will contain (# — 1)! tours,
for this reason an exhaustive solution algorithm for solv-
ing the real dimensions of the problem becomes totally
unacceptable.

Setting up the problem in terms of the graph theory is
built by association of cities with the graph nodes, and
the transport routes and fare with loaded arcs. We get a
complete directed asymmetric graph at n nodes without
proper loops prescribed by the cost matrix C= (c,.l.). The
problem is called symmetric if the fare between any two
cities does not depend on the direction, and asymmetri-

cal, if that is not the case. The absence of proper loops
can be denoted as c,; = o Vi =1,n. Then, the problem
is formulated as a problem of finding a covering (com-
plete) cycle at the lowest cost, which is called a tour, on a
complete directed graph specified by asymmetric (in the
general case) cost matrix C[2].

Let us also enter the problem definition in Euclidean
integral-valued space E Z"‘l [3]. It is based on the concept
of permutation on a set of integers. Let us further rep-
resent through 7 (k,/),/ 2 k a set of all permutations of
integers (it is obvious that a number of such permuta-
tions is (/—k+1)!) and consider a set of permutations
m(2,n), which contains |rr(2,n)|=(n-2+1)!=(n-1)!
of various permutations (exactly the number of vari-
ous tours is available in the traveling salesman problem
with #z cities). Since a tour is a complete cycle across the
nodes, the initial node of the tour can be chosen arbi-
trarily. Let us fix a node number 1, and assume that some
permutation x from a set 77 (2, 7) orders the tree traversal
starting from the first, and after the last point given by
this permutation, we return to the beginning of the tour.
Therefore, the components of vector x in space EzH are
simply ordered numbers from two to n, and the vector is
associated with some permutation from (2,n), and it
can be written:

xem(2,n),x,€{2,...,n},i=1n-1,x,#x,withi#j (1)

Let us note that the sum of squares of the compo-
nents of different vectors x is the same: these are differ-
ent permutations of numbers from two to #. Thus, the
end points of various vectors X are points on the positive
hemisphere in E;‘l centered at the origin and with a ra-
dius of

r:\/giz = \/w—l, xeS"(0,r).

Let us further determine the function

NXN—=R(i,j)—c(i,j),(i,i)— oo
which assigns the value of the edge to each ordered pair
of graph nodes, incident to this pair. In the constructed

formalism, the traveling salesman problem in space Ez’H
has the following statement:

f(x)= c(l,xl)+§c(x,.,x,.+l)+c(x"4,l),f(x)—>min Q)

i=1

X= (xl""axn—l)e”(z’n)

The branch-and-bound method under further consid-
eration works, if not explicitly, with this statement of the
traveling salesman problem.
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2. Description of branch-and-bound method
for the traveling salesman problem

The general idea of the branch-and-bound method is a
separation of the entire set of feasible solutions into sub-
sets to further reduce the enumeration - a branching pro-
cedure. Every such subset shall be linked to an estimate
(lower bound in the minimum search), providing a trun-
cation of those subsets which intentionally do not contain
an optimal solution — this is a procedure for construct-
ing bounds. Therefore, the method results in investiga-
tion of a tree solution space model. A set of all salesman
tours in which the objective functional (2) is minimized,
specifying the tour cost, is such an initial subset in the
problem under investigation. The ideas presented below
from the algorithm authors [1] are a kind of classic of the
branch-and-bound method. To construct the algorithm,
two basic procedures, i.e. branching and bounding, are
proposed. Let us consider the branching process [1]. The
construction of a search decision tree starts with the root,
which will correspond to a set of all tours, i.e., a root of
the tree is set R of all (n — 1)! tours possible tours in the
problem with n towns. The branches going out from the
root are determined by selecting one edge, for example,
arc (k, [). The idea of the algorithm authors [1] is to divide
the current set of tours into two subsets: one which most
likely contains the optimal tour, and the other one which
most likely does not contain this tour. To do this, a spe-
cial algorithm for selecting arc (k, /) is proposed, which
likely is a part of the optimal tour. The set Ris divided into
two subsets {k, /} and {k N } The subset {k, I} includes all
tours from R containing arc (k, /), i.e. passing through it,
and the subset {ﬁ} includes tours that do not contain
this arc. Let us note that the idea of the algorithm authors
is very promising if the branching process is organized so
that at each step the «right» edge is selected, the entire
process will be completed after z steps. A fragment of such
tree is shown in Fig. I (the figure is taken from paper [2]).

Level 0

Level 1

Level 2

Fig. 1. Fragment of a search decision tree

The lowest cost limit of any tour of this set is asso-
ciated with each tour of this set. It is obvious that the
problem is to obtain the most accurate lower bounds.
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The reason for that is as follows. Let us assume that a
specific complete tour T with cost s (T ) has already
been obtained. If the lower bound associated with a set
of tours represented by a search tree node is higher than
s (T ), then until the end of the search process this and
all subsequent points are not to be considered. In imple-
mentation this leads to truncation of the search decision
tree by shedding all leaves of the search tree having a value
higher than s (7"). A detailed presentation of other steps
of the method can be found, for example, in papers [2, 3].

3. Diagram of the branch and bound method
for the traveling salesman problem

Let us present the following diagram of the branch-and-
bound method (B&B) for the traveling salesman problem,
in which the following notations are introduced [2]. Let X
be the current top of the search tree, and (&, /) be an edge
across which the branching occurs. Let us denote the tops
immediately following X through Y'and Y. The set Yis a
subset of tours from X passing via arc (k, /), and set Y is a
subset of tours from X not passing via arc(k, /). Let us de-
note the calculated the lowest bounds for sets Y and ¥ by
w(Y) and w(?) respectively. Let us denote the cheapest tour
known to the algorithm at the given moment by z , pro-
vided that at the time of initialization is z = o [1].

A(C, n) Diagram of the branch and bound method for the
traveling salesman problem
(n - dimensions, C — cost matrix.)
1. Initializaiton.
2. Reduction of cost matrix C.
3. Setting a root of the search decision tree X=R
Reduction of the initial matrix — calculation w(X).
While (w(X) < z0)
begin
4. Selection of branching node (k, I).
5. Branching process. Creating top Y~
and calculation w(Y ™).
6. Branching process. Creating top Y
and calculation w(Y).
If (the order of cost matrix intop Y = 2)
then
begin
7. Performance of exhaustive estimation for top Y
If (w(Y) < 20)
then
begin
70 = w(Y)(store the tour)
end
end
8. Selection of the following point of the search decision tree
and setting X
9a. Calculation of matrix fragment C,
corresponding to selected top X,
based on a route from the root to the current point.
(or)
8h. Reading of matrix fragment C,
corresponding to selected top X,
from the structure of storage of the search solution tree.
end (while w(X) < z0)
Optimal solution with cost z0 is not found.
End.



MATHEMATICAL METHODS AND ALGORITHMS OF BUSINESS INFORMATICS

For the purposes of this article, let us draw our atten-
tion to some stages in this enlarged scheme.

Step 1. Selection of a data structure for storing the
search decision tree is of interest here. At the same time,
it is necessary to bear in mind that a number of the search
tree points can be significant.

Step 3: Initialization of the search tree root. The main
question is whether the cost matrix will be stored togeth-
er with the top of the tree. An alternative option is to re-
calculate the cost matrix for the current top based on the
original one. This is a classical choice between perform-
ance and memory requirements. The classical algorithm
requires recalculation of the matrix costs for the newly
determined current point of the search decision tree.

Step 9. Since the node of the search tree X in step 8
has already been selected as a current one, the task of
this step is to obtain a cost matrix corresponding to top
X. If we keep the truncated cost matrices together with
the nodes of the search tree, the matrix already exists
(9b). Otherwise, we need to find a path from the root to
this node and consistently adjust the original cost matrix
(9a), i.e. re-compute it for this point.

Discussion of algorithm specifics. What results in
terms of complexity can be expected for different cost
fixed-dimension matrices? It is known and suggested
that the complexity of all more or less efficient algo-
rithms implementing the branch-and-bound method
for the traveling salesman problem in the worst case is
exponential. This assumption is based on the fact that
the traveling salesman problem is NP-hard and, there-
fore, any exact algorithm of its solution has an above-
polynomial complexity. In the best case, if the dimen-
sion of the cost matrix keeps declining, the estimate of
complexity is polynomial. This is obvious, because the
assessment of complexity of each internal step (4-9) of
the polynomial algorithm by a linear dimension »n of
the cost matrix, and, in the best case, the main loop is
executed no more than # times, because the tour con-
sists of n arcs. Therefore, the spread of expected execu-
tion time with a fixed dimension of the cost matrix »
is very high and depends on the numerical values of its
elements. This is an example of quantitative parametric
algorithm, with a strong parametric dependence; the
algorithm belongs to the class NPRH [3]. Theoretical
analysis of the expected complexity for a particular en-
try based on a preliminary study of the cost matrix is
very complicated and often goes beyond the scope of
our analytical capabilities.

Howeyver, the time efficiency will be determined spe-
cifically as a selected structure to store the search de-

cision tree, and a decision in step 9 with storage or re-
computation of the current cost matrices. The matter is
that an average number of active nodes grows exponen-
tially. The experimental data from [4] gives an experi-
mentally obtained approximation R(n)=3,6932-e""*"".
In this regard, the effectiveness of elementary operations
with the decision tree (add, delete, select) determines
the time effectiveness of the software implementation of
the algorithm as a whole [5, p. 130-131].

4. Data structures
for the search decision tree

In order to select the data structures for the search de-
cision tree, let us look at the three best-known options of
the tree organization [6, 7], i.e. a binary heap, red-black
tree and AVL tree

Table 1 shows the complexity of operations (informa-
tion is taken from [6, 7]), which are performed above the
search decision tree in the branch-and-bound method
for the traveling salesman problem. It is evident from the
table that the operating time (asymptotically) of the in-
sert and element removal operations for all three data
structures are equal. However, the minimal element
search operation for the binary heap is performed over a
constant time, but for the AVL and red-black trees over
a logarithmic time. Moreover, in the functions of com-
plexity of these operations coefficients with the term
with higher exponent of the polynomial are much higher
for red-black and, especially, AVL trees than for the bi-
nary heap, because additional operations are spent on
the tree balance. It is also worth noting that three data
structures have the same requirements for storage O(n).
Therefore, it may be assumed that to store decision tree
leaves a binary bunch will be suitable structure as com-
pared to others, although this issue will be studied addi-
tionally and is beyond the scope of this study.

Table 1.
Complexity of operations for various ways
of tree organization

Red-hlack
tree

Binary

Reference line AVL-tree

Complexity of insert O(log(n)) O(log(n)) O(log(n))
Complexity of remove O(log(n)) O(log(n)) O(log(n))
ComplextySlscath M o) | Otog(n) | Ollgte)

On the basis of the data presented by the authors, a de-
cision was taken in this study to use a binary heap as the
structure for storing the search decision tree.
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5. Objectives
of the experimental research

In this experimental research, the authors set the fol-
lowing objectives. The main objective is to illustrate a
possible increase of the time efficiency through the use
of additional memory for storage matrices in the search
decision tree structure. The issue concerning the effect
of matrix storage in the nodes of the search tree on the
exponent in a trend of the average calculation time or
only on a multiplicative constant in the trend function
is of additional interest. Secondary objectives were to
study a dependence of the memory capacity on the entry
length in the comparative analysis of experimental re-
sults and the data obtained in paper [4], the distribution
of the relative frequencies of the observed times, and to
obtain data on the scope of variation and sample stand-
ard deviations for characteristics under study and design
average time prediction for longer entry lengths.

6. Description of the experiment
plan and hardware

Consideration was given to an asymmetric traveling
salesman problem. The cost matrix was generated by
a pseudorandom uniform generator standard for C++
pseudo-uniform generator. In order to reduce the total
time of the experimental research, the cost matrix ele-
ments had an integer type, and a range of generation of
oriented edge weights was chosen from 1 to 25, For the
same purposes, the range of values of input lengths of
the traveling salesman problem (linear dimension of the
matrix values) from 25 to 45 with an increment of 1 was
selected.

Algorithm [1] was implemented (with no prediction of
the final tour of the greedy algorithm) with the structure

time, ms
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Fig. 2. Dependence of an average time of tour calculation
without additional memory on the input length
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of storing the search decision tree in the form of a bina-
ry heap in the classical implementation with recalcula-
tion of the cost matrix (i.e., without using an additional
memory) and in a modified implementation with stor-
age of a local cost matrix (for nodes of the tree).

For each fixed input length, 10,000 pseudo-random
cost matrix generations were performed, for each of
which a classic algorithm implementation was started
(with recalculation of matrices) and modified algorithm
implementation (with matrix storage) [1]. The run-time
of the algorithm software implementation, generated
number of nodes of search decision tree was measured
for each start, and a maximum value of additional mem-
ory spent for matrix storage was also measured for modi-
fication with matrix storage.

Experiments were carried out on a stationary machine
with the following characteristics:

4 Processor: Intel i7 3770K 3800 GHz;

4 Random access memory: Kingston KHX-

1600C9D3P1 16 GB;
4 Motherboard: GIGABYTE GA-Z77X-D3H;
4 Operating system: Fedora 21 workstation.

The algorithms are implemented in language C++.
The compiler version: gcc 4.9.2 20150212 (Red Hat
4.9.2-6) (GCCQC). Let us note that in this regard the total
time of computational experiment (10,000 starts for 21
values of the input length) was about 20 hours.

7. Results and discussion

Within the main objective of the study the authors ob-
tained the results shown in Fig. 2and 3. For both options
of organization of the decision tree (matrix storage or re-
computation) the observed average time grows exponen-
tially. At the same time, we have to note that the option

time, ms
200 /‘
— 0,2271x
150 y=0,0077¢

R?=0,9997 /
100 /
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0 T T T T
25 30 35 40 45

T
number or towns

Fig. 3. Dependence of an average time of tour calculation
on the input length with the additional memory
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Fig. 4. Dependence of a relation of the average time of tour calculation
without additional memory to the average time of tour calculation
with the additional memory on input length

with matrix storage results in a change of not only the
multiplicative constant, but also the exponent.

From the trend of experimental results (Fig. 2 and 3)
it follows that with an increase of the input length of the
problem the observed reduction of time d(n) (time ratio)
will grow in trend d(n)=1,478-¢""". The results and
trend d(n) are provided in Fig. 4.

It is evident that the effect of matrix storage will be higher,
the deeper the search tree, as a «long» path from the root
leads to more complicated recalculations for the original
matrix. Our experimental data shows that the use of addi-
tional memory reduces the exponent from 0.2562 to 0.2271,
i.e. by 0.0291. For the problem with 45 cities this reduction
was 5.087 times (from 1.04 to 0,204 sec), all of which indi-
cates considerable option efficiency with additional mem-
ory. The resulting trend for d(n) suggests that the observed
reduction of time will also increase with the increase of the
input length. The resulting prediction is given below.

The following results are obtained for additional goals
of the research.

The results on dependence of additional memory ca-
pacity on the input length are shown in Fig. 5. For input
length 45 the additional memory requirements average
30.71 MB, providing a 5-fold reduction of time.

memory capacity
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= 0,2392x
20000000 y=716,09¢

R*=0,99%
15000000 /

10000000 /

5000000

0 T T T T
25 30 35 40 45
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number or towns

Fig. 5. Dependence of the average capacity of additional
memory on the input length

By comparative analysis of the experimental results and
data obtained in paper [4] on dependence of the aver-
age number of nodes of the search decision tree on the
input length, the results obtained by the authors (Fig. 6)
give the following trend of estimate of an average num-
ber of nodes of the decision tree: R(n) = 5,323-¢""**"" that
is qualitatively comparable with the results from [4] —
R(n)=3,6932-¢""*""". By the exponent, a disagreement
with our data is not more than 0.65%.

number or nodes
25000

20000
y = 5,323 go163ix

REZ0,9968 /
10000 /
500
0 T T T T
25 30 35 40 45

15000

T
number or towns

Fig. 6. Dependence of the average number of nodes
of the search decision tree on the input length

The discrepancy in the multiplicative constant can be
attributed to lower values in a range of studies in paper
[4] — from 10 to 30 and may be specifics of the initial
data generation. The exponential growth of a number of
generated tops of the search decision tree defines the ex-
ponential nature of time and capacity characteristics of
the software implementations of the method.

Based on the distribution of relative frequencies of the
observed time, the following interesting results are obtained
which are shown in Fig. 7. We have a pronounced left asym-
metry of distribution of relative frequencies, indicating that
the major part of the observed times is close to the best case.
Large times are rare enough. For the point of the sample
mean — 204.25 ms a relative frequency of 0.7138 is summa-
rized, and the sample quantile 0.95 is in point 728.70 ms,
beyond which only 500 (5%) out of 10,000 observed times
lie with a maximum value of 8888.74 ms.

According to the ranges of deviation and sampling root-
mean-square deviations for characteristics being studied,
the fact that algorithms implementing B&B belong to a
class NPRH [3] is clearly confirmed by the data on the
range of variability of the observed times: if n = 45 for op-
tion without matrix storage, we have a range from 3.38
ms to 54058.1 ms at a sample mean of 1039.08 ms. For
option with matrix storage from 2.08 ms to 8888.74 ms at
sample mean of 205.25 ms. The same significant range is
observed for the additional memory spent at n=45 — from
185 936 to 882 836 484 bytes (from 181.57 Kb to 841.39
Mb) with an average value of 30.71 MB. All these ranges
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Fig. 7. Relative frequencies of execution times (with matrix storage) for problem
with n=45 (first 42 half-segments out of 500 by 10,000 experiment results)

are caused by a range of variability of a number of gener-
ated nodes of the search tree — from 111 to 820,964 with
an average of 20,121.72. The presence of rare but signifi-
cantly large runs identified both large sample root-mean-
square deviations — 1783.65 ms 343.91 ms for the timed
and 49 685 928.5 bytes for the spent memory.

Based on the trend of times and additional RAM spent for
storing matrices on tops of the search tree, the authors ob-
tained the following prediction of resource characteristics for
problems with a high dimensionality presented in 7able 2.

Table 2.
Prediction of resource characteristics

Prediction of Prediction of il Prediction

N-r | tour calculation | tour calcula- i of average
of time without tion time with s requirements
cities additional additional i of additional

memory memory memory

45 1sec 0.2 sec 5 30.71 MB
54 7 s6C 1sec 7 172.3 MB

70 11.7 min 1 min 11,7 12.47 GB
80 2.5 hours 10 min 15 136.37 GB
88 19.6 hours 1 hour 19,6 924.26 GB

102 29.5 days 1 day 29,5 25.69TB

Let us note that, beginning from the input length 72,

expected memory requirements of the additional mem-
ory already exceed the modern standard volume of RAM
by 16 GB.

Conclusion

Thus, based on the experimental research consisting of
210,000 solutions of the asymmetric traveling salesman
problem with a random uniform generation of cost matri-
ces for a range of input lengths from 25 to 45, and the pro-
cessing of the results obtained, the article shows that:

<> both considered options of the classical algorithm for
solving the traveling salesman problem using the branch-
and-bound method generate software implementations
with an exponential execution time dependence on the in-
put length;

<> the use of additional memory of an acceptable volume
leads to a significant reduction of calculating time (up to
5 times with #=45, with maximum memory requirements
not exceeding 1 GB, with average requirements of 30.71
MB);

<> the obtained time distribution indicates a pronounced
left asymmetry of skewness of distribution, which leads
to «small» execution times expected within probabilistic
quantile 0.95 in rare but significant (i.e., by orders of mag-
nitudes exceeding an average value) runs;

<> software implementation of the algorithm with ma-
trix storage can be practically used for the exact solution of
the traveling salesman problem with the input length of no
more than 70 with the actually available memory of 16 GB
with an expected average computation time of about one
minute on modern personal computers. B
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PELWLEHWA B METOQIE BETBEA U FTPAHULL ANA 3AAYM KOMMUBOSKEPA
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Pecypcnas sgpghexmusrnocms paziuunbix pearuzayuil Memooa éemeeil U epaHuy, 018 KAACCUMECKOU 3ada4u
KOMMUBOsICepa 3a8UCUM, 8 MOM YUCAe, OM CNOC0008 0PeAHU3AUUU NOUCK0B020 0epe6a PelieHUll, NOPOICOaeM0oeo
amum memodom. Knaccuueckas dunemma «epems-namsamo» peaauzyemcs: 30ecs Aub60 6apUAHMoOM XPAHeHUs.
YCEUEHHbIX Mampuy, 6 6epuiUHaX 0epeéa pewleHuil, 4mo Npueodum K COKPAUWEHUI0 MpYyOOemMKoCmu npu
O0ONONHUMENbHBIX eMKOCHbIX 3aMPamax, Aub0 nepegoiMucieHuem Mampuyb 0s meKyueli 6epuilHbl, Ymo 6edem K
YeenuHeHuro mpyooemMKocmi npu sKkoHomuu namsmu. [lpedmemom 0anHoi cmamoi 3645emcsi IKCNEPUMEHMANbHOE
uccae008anue BPEMEHHbIX XAPAKMEPUCMUK pellleHUs 3a0a4u KOMMUBOSICepa Memoodom Gemeell U epaHul, ¢
Uenavlo onpedenerusi PeanbHo20 COKPAUCHUsT BPEMEHHbIX 3aMPam Npu UCHOAb308AHUU OONOAHUMENbHOU NaAMSIMU
8 8blOPAHHOL cMpYKmype XpaHeHus 0epesa peuienuil. Koneunoil yeavto ucciedosanus aeasemces Gopmyauposxka
peKomeHOayuil 045 pearu3ayuu Memooa 8 NPaKmu4eckKux 3a0a4ax A02UCMUKY U OU3HeC-UHMOPMAMUKU.

B cmamve Ha ocHoge nOAYYEHHbIX IKCNEPUMEHMANbHbIX OAHHbIX NOKA3GHO, YMO 004 PACCMOMPEHHbIX
8aPUAHMA KAACCUMECKO020 ANROPUMMA PellieHUs 3a0a4U KOMMUBOICEPa MemoooM 6emeell U epaHuy, Noposcoarm
NpoepAMMHble Peanu3auul ¢ KCHOHEHUUAAbHOU 3a8UCUMOCMbIO 8DEMEHU BbINOAHEHUs Om OAUHbl 6X004.
DKcnepumenmanvhvie peyavmanmbvl HO380AHOM 2080PUND, YINO B03MONCHOCTb UCHOAB306AHUS OONOAHUMEAbHOLL
namamu obsemom He 6oaee 1 16 npusodum K 3HayumenvHomy (00 nIMu pas) COKPAUCHUIO BPEMEHHbIX 3aMpPam.
TIpoenos no noayueHHomy mpendy no3goasem copmyauposams PeKOMeHOAUUI0 no NPAKMUHECKOMY NPUMEHEHUIO
NPOPAMMHOIL Pearu3ayuy are0pumma Memooa 6emeeli U epanuly, ¢ XpaHeHuem Mampuy, — npu peasbHo 00CHYNHOL
onepamuenoli namsamu ¢ 16 16 u npu oepanuuenuu oxcudaemozo cpeoreeo epemeru cuema nopsaoKa 00HOU MUHYMbL
HQA CO8PEMEHHbIX NEPCOHANbHBIX KOMNbIOMEPAX MO2ym Oblmb MOYHO peutelbl 3a0ayuu pazmeprHocmu He 6oaee 70.
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This article is devoted to the problems of formalization of decision-making in the choice of development strategy
in an organization and the ways to implement this strategy. A prioritization method is proposed that allows converting
qualitative indicators into qualitative variables by means of pairwise comparison of the objects. As opposed to a simple
summation of estimates preferences, this computational algorithm allows one to take into account indirect benefits of
all the objects under consideration. The approaches to the ranking of experts and challenges an organization faces at

various stages of its development are set forth.

The algorithm is validated on the example of a particular company. The estimates of the priorities of experts are
provided; the tree of tasks for which the comprehensive priorities are designed (taking into account the importance and
relevance of expert tasks for each expert) is constructed; the analysis of the results for different conditions of the external
and internal environment of the organization is made. Recommendations are given on the choice of the deviation
values for matrix of pairwise comparisons of objects, as well as a reasonable number of iterations of the calculation of

the integrated power of these objects.

The practical significance of the work lies in the fact that the proposed algorithm and methodology for ranking of
experts, tasks and subtasks may be used to prepare management accounting regulations to improve decision-making

methods, taking into account the strategic and tactical objectives of the organization.
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Introduction competition and a complicated economic situation in

ach entity should have an effective strategy for its

successful development, i.e. a development plan

the country. The management of a company should en-
sure fast adaptation of the entity to the changing condi-
tions. The strategy of each entity is unique, as it depends

for an extended time frame. The significance of | on many factors: business goals, attractiveness of goods,
strategic management increases in the context of tough | works and services offered, the state of market outlets,
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the behavior of competitors, suppliers and customers,
production engineering, resources availability and more.

Most often the search for and improvement of devel-
opment options of an enterprise takes place using brain-
storming sessions by business owners and the manage-
ment team of an entity. However, this process is usually
the subject of much controversy. It requires a lot of time
for coordination and frequently depends on the author-
ity of the leader, who may authoritatively force the re-
maining participants of the discussion to make a wrong
decision that ignores opinions of all sides involved.
When implementing a strategy, financial, human and
material resources are frequently deficient, because the
plan is to solve all the problems facing an entity at once.
The complexity of strategy elaboration and ways of im-
plementing it is also complicated by the fact that various
factors affecting this choice are of qualitative or proba-
bilistic nature.

This article suggests a method that can be used to for-
malize the strategy selection of an enterprise develop-
ment with due consideration to opinions of all persons
involved in decision-making, to rank tasks that must be
resolved for implementation of strategy, and regularly to
correct this process taking into account problems en-
countered or new realities.

1. Method of prioritization

In order to improve decision-making processes when
choosing ways to implement the strategy of an entity, it
is suggested that one address the method of ranking the
experts involved and tasks to be solved. A method of pri-
oritization [1] is used in this method. Prioritization as-
sumes pair-wise comparison of objects and filling in the
pair-wise comparison matrix M = ||my ", wherein at the
intersection of the row i and the column j the preference
estimate of the object i over the object j must be speci-
fied. This estimate is determined as follows:

1+, if the object i is more preferable than the objectj;
m; =11, ifthe objects i and j are equivalent;
1—y, if the object j is more preferable than the object i,

where y is the deviation of elements of the matrix M,
which falls within the limits 0 <y <1.

Thereafter, for each object i the integrated force of the
first order F,(1) must be calculated by summing up its
preference estimates for the corresponding line:

EM)=Ym,
j=1

where 7 is the number of the objects.
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These integrated forces of the first order can be rep-
resented as a vector for all the objects being compared

F)=[FO,F1),... FD),.... F,(D]

However, the index of an integrated force of the first
order of the object i/ F,(1) does not consider the «force»
of other objects, being «won» by the object i or «lost»
by the object j in the comparison. Therefore, in order to
obtain more precise estimates for each object, one de-
termines the integrated force of the second order with
consideration of «forces»of all objects being compared:

EQ)=Y mE),

wherei == I,_n, and 7 is the number of objects.

Further iterations are made in a similar way, and inte-
grated forces of the k order are calculated using the fol-
lowing formula in the matrix form:

F(k)= MF(k-1),
where F(0) = (L, 1,...1).
This computation algorithm, which is unlike the sim-
ple summation of preference estimates, provides con-
sideration of side advantages of all other objects being

compared (the issue of iterations quantification will be
discussed in Section 3).

For convenience of use and opportunity of compari-
son, integrated forces of objects of the k order are nor-
malized, i.e., are presented within the scale with a fixed
sum of estimates equal to one:

F (k)
PRAGN

where F (k) is the normalized integrated force (prior-
ity) of the k order of the object i.

F;rel (k) —

Since Y F*(k)=1,
=l

the numerical value of priority £ (k) represents the rel-
ative degree of preference of the object i over all other
objects being compared.

2. Formulation of the task

Let’s consider the use of the method of prioritization
on the example of one enterprise in the city of Nizhny
Novgorod. The enterprise mentioned has been produc-
ing tools for already over ten years. During this time, the
enterprise was able to conquer a broad market outlet, but
in mid-2014 its profits began to decline. Therefore, the
owners decided to identify factors of the deteriorating
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performance of the company. Five major reasons for loss
of work of the entity were identified: errors in the sales
policy resulting in the loss of several important custom-
ers; growth of overhead expenses; several kinds of prod-
ucts running at a loss; failures in the processing equip-
ment operation resulting in increased down time and
repair costs; increased spoilage in production. In other
words, the enterprise was in a pre-crisis state.

To prevent further decline in profits, it was necessary
to correct the development strategy of the entity. How-
ever, discussion of feasible strategies showed that each
owner and each top manager had his own preferences in
choosing the plan for the way out of the situation. There-
fore, in this situation it was decided to use the method of
prioritization.

When choosing a development strategy for the entity,
the following stages were subsequently implemented:

4 appointment of experts and their ranking by assign-
ing weighting indexes to each expert;

4 formation of the tasks and subtasks tree to imple-
ment the strategy of the entity;

4 task ranking by each expert using the method of pri-
oritization;

4 computation of the integrated priority of each task
on the basis of experts’ priorities and the task’s impor-
tance for each expert.

3. Ranking experts

Two owners (denoted S1 and S2) and three chief ex-
ecutives: the director (D), the deputy director (DD) and
the financial director (FD) were experts for choosing the
organization’s strategy and ways of implementing it. The
owners compiled a matrix of experts pair-wise compari-
son for ranking experts M = "m,/ ", where

(1+ y, if the expert i has greater importance
in decision making than the expert j;

1, if the experts i and j have equal

i importance in decision making;

1—y, ifthe expertj has greater importance
in decision making than the expert i.

It was decided to determine the deviation value y in
conformity with Table 1.

Let’s consider each option in more detail.

The first option is used when the owners consider that
the importance of their estimates substantially exceeds
the importance of estimates of other experts. In such a
case, e.g., the following ratios are composed:

Table 1.
Deviation value of elements
of the experts’ pair-wise comparisons matrix

Difference in the degree

Option | of experts significance Deviation value ( y )
in decision-making
1 high 09-0.95
2 average 0.5
3 low 01-0.2

S1=82>>D=DD=FDorS1=S82>>D>DD=FD
orS1=S2>>D > DD > FD and others. In other words,
knowledge, experience, intuition, willingness to take
responsibility in management decision-making of the
owners (S1 and S2) is significantly higher than that of
the hired personnel (D, DD, FD), since the sign «>>»
is present.

The first option should also be used if the owners con-
sider that the importance of estimates of one or more
experts of the hired personnel must be considerably in-
creased, i.e. other inequalities are composed, but therein
the sign «>>»is still present: D >> S1=S2> DD > FD
orD=FD>>S1>82>DDor D>>FD>S1=S2>DD
and others.

The specific value of y is set on the basis of practical
considerations.

The second option is expedient to use if the owners
when estimating the significance of all experts consider
that none of them fits in significantly against others. For
example: S1 =82 >D > DD > FD or S1>82>D =
DD > FDorS1=S2>D > FD > DD and others. It is
apparent that in these ratios the signs «>>» are missing
and the signs «>» prevail, i.e. the difference in the degree
of experts’ significance in decision-making is average, so
in conformity with Table 1 y=10.5.

The third option is selected in expert ranking by
the degree of their significance when the signs «>>»
are missing, and the signs «=» prevail. For example:
SI=8S2>D=DD=FD or SI>S2=D=DD=FD
or SI1 =82 =D = DD > FD and others. In this case, in
conformity with 7able 1, it is proposed touse y=0.1 —0.2.

Table 2 shows the results of experts’ priorities (weights)
computation which was made in mid-2014 for the ine-
quality S1 = S2 >> D > DD = FD. In other words, the
owners of the entity assumed for themselves the high-
est priority when choosing a strategy in comparison with
hired managers, and assigned to the director of the enti-
ty a higher priority than to the deputy director for opera-
tions and to the financial director. Therefore, according
to Tablel y=0.9.
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Table 2.

Results of priorities (weights) computation of five experts who will choose
the development strategy of the entity and ways of implementing it

ij | St [s2|D|op | |F)|FM|FR | F@ | FB | F'® | F@ | F'@
St 1 1 (19] 19 19 | 77 0.31 33.64 0.37 113.24 0.36 388.11 0.36
S2 1 1 (19] 19 19 | 77 0.31 33.64 0.37 113.24 0.36 388.11 0.36
D 01 (01 ] 1 1.9 1.9 5 0.20 10.91 0.12 42.87 0.14 145.69 0.14
o | o1 Jorfor| 1 | 1 |23 | oo |ees | o007 | 2ti0 | oo 6913 | 007
FD | o1 Jorfor| 1 [ 1 | 23| 009 | 664 | 007 | 2010 | 007 | 6913 | 007

Tota 25 | 100 | 9147 | 100 | 31155 | 100 | 106018 | 1.00

The first six columns in Table 2 represent the pair-wise
comparison matrix of experts in conformity with the ba-
sic formula of the method of prioritization. By summing
up the preference estimates in each row, one determines
the integrated force of the first order for each expert
F (1), which is subsequently normalized to obtain esti-
mates of all experts in fractions of one F™(1). In order
to obtain more accurate estimates for each expert, the
integrated forces of the second, third and fourth orders
F(2), F(3), F(4) are calculated by the described algo-
rithm, and these are also normalized.

It follows from 7able 2 that after the fourth iteration
the weight (priority) of the first two experts was 36%,
which is more than 2.5 times higher than the priority of
the director of the entity and more than 5 times higher
than the weight of his deputies.

After the third iteration, the priority values stopped
changing, so 3-4 iterations of corresponding computa-
tions can be recommended for practical use.

4. Procedures
of expert ranking
of entity growth option

The owners of the company and its top executive man-
agement formulated the prime target that they set for
themselves: the withdrawal of the enterprise from pre-cri-
sis status to a higher level of development. To achieve this
target with due consideration of all expert opinions, five
prime tasks that must be solved were identified: cost sav-
ings (C1), increased income (C2), search for financial re-
sources (C3), new production output (C4), improvement
of the management system (C5).

But before the experts evaluate them, it is necessary
to develop the tree of subtasks to be solved for imple-
mentation of each direction of the entity development.
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Only in this case can the experts be sure that they equal-
ly understand the structure of each task, measures for
its achievement, possible risks and restrictions. There-
fore, each of the five formulated tasks was structured in
Table 3 below, i.e. the subtasks tree of the first and sec-
ond levels was developed. Estimates of the resource re-
quirements (financial, human, material) were prepared
for each subtask but many of those estimations were of
probabilistic nature.

At the next stage, each expert composed the pair-wise
comparison matrix of tasks from 7Table 3 by the algo-
rithm described in section 1. It was decided to determine
the deviation value of elements of these matrices in ac-
cordance with Table 4.

If the expert considers that one or more tasks are
considerably more important than the others, he com-
poses, e.g. the inequality: C1 =C2 >>C3>C4 > C5
or C4>C2>C3>>Cl1>C5 0or C3=C5>C2>
C1 >> C4 or others, wherein at least one sign «>>»is
present. On the basis of this inequality, the adjacency
matrix will be compiled, wherein y = 0.9 — 0.95. If,
according to an expert, the tasks have approximately
equal significance, then y = 0.1 — 0.2. In all other cas-
es, the adjacency matrix will be compiled with the de-
viation value equal to 0.5. Table 5 shows the inequali-
ties on the basis of which the experts compiled their
adjacency matrices in the middle 2014.

When processing the matrices obtained from the ex-
perts, the order equal to four was used. The normalized
integrated force of each task was determined by the same
formulas that have been described above when calculat-
ing the significance of each expert. The computation re-
sults are summarized in Table 6, and then in the same
table all five tasks were ranked taking into account the
experts’ priorities and the task’s importance for each ex-
pert.
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C1. Costs saving

Table 3.

Tasks and subtasks tree for implementation of the entity’s strategy

Tasks | Subtasks of the first level | Subtasks of the second level

Reduction of production cost

Reduction of direct costs (material savings, spoilage reduction, quality control of materials when received
from suppliers, improvement of the worker remuneration system)

Reduction of overhead costs (elimination of redundant functions of management personnel; improvement of the

remuneration system, particularly bonuses, appraisal and reduction of production management personnel)

Introduction of efficient management accounting of expenses and net cost of finished production

Transfer of cost-based production functions to outsourcing

Reduction of unprofitable
production

Refusal to carry loss-making assortment of finished production

Certification and reduction of production personnel

Lease of vacated premises and equipment

Sale of unnecessary equipment

G2. Increase
of income

Increase in sales revenue
offinished products

Search for new customers (marketing development, flexible discount system, participation in tenders to
purchase tools for state needs)

Price increase for some types of products (sales analysis, analysis of current market prices in the region)

Increase in other sales

Sale of unused materials (inventory of stocks, search for buyers)

Sale of unused fixed assets (preparation for sale, substantiation of selling price, search for buyers)

C3. Search for
financial resources

Receiving favorable
financing

Bank credits (monitoring terms and interest rates, developing competent business plans)

Loans (from partner companies, private individuals including the owners)

Commercial credits obtaining from suppliers and contractors

Reduction of receivables

Ongoing analysis of accounts receivable and work to prevent overdue debts

Law suits against debtors related to overdue account receivables

Sale of bad debts to collection agencies

C4. New production
output

Selection of a new range
of products

Complex of research and development activities

Preparation for serial
production of new products

Purchase and installation of equipment, new materials and components

Development of standards and regulations

Personnel training

Advertising

Search for new contractual
partners

Search for suppliers, contractors (analysis of prices, quality of supplied materials, works and services)

Search for buyers (analysis of prices, flexible discount system, advertising)

C5. Improvement of
management system

Introduction of budgeting

Development of the financial model of entity, allocation of financial responsibility centers

Development of planning regulations, accounting, analysis and plans revision

Changing the employees’
incentive system

Development of new regulations for material incentives of employees

Development of new regulations for non-financial recognition of employees

Reduction of administrative
staff

Regular appraisal of the managerial staff

Substantiation of the number of managerial staff and reduction of inefficient managers

Reduction of commercial and
administrative expenses

Analysis of transport, business travel and entertainment expenses; expenses for advertising, office and
warehouse space maintenance, and their optimization

Transfer of cost-based management functions to outsourcing

Table 4.

Deviation value of elements of the pair-wise comparison matrix

m Difference in the degree of task importance for a particular expert Deviation value (y)

1 high 0.9-0.95
2 average 05
3 low 01-02
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Table 5.

Tasks ranking by experts and choosing the deviation value of the adjacency matrix

“ Tasks ranking Deviation value of the adjacency matrix (y)

The first owner (S1) C4>>02>01=03=C5 0.9

The second owner (S2) C1=C02 =C4>C3=0C5 0.2

Director (D) C1 =02=C5>C3>C4 05

Deputy director (DD) C4>> C1=C5>(02>C3 0.9

Financial Director (FD) C1>02>C3=C4>Ch 05

Table 6.
Results of tasks ranking by each expert and the integrated priority of each task
| 1]) | |
0.37 place 0.37 place 0.14 place 0.07 place 0.07 place
C1 0.11 35 0.22 1-3 0.24 1-3 0.21 2-3 0.29 1 0.19 3
C2 0.22 2 0.22 1-3 0.24 1-3 0.07 4 0.24 2 0.21 2
C3 0.11 35 0.18 4-5 0.15 4 0.04 5 0.17 34 0.14 5
C4 0.44 1 0.22 1-3 0.12 5 0.47 1 0.17 34 0.30 1
C5 0.11 35 0.18 4-5 0.24 1-3 0.21 2-3 0.12 5 0.16 4
Total 1.00 1.00 1.00 1.00 1.00 1.00

It is apparent that the following information is con-
tained in 7able 6 for each expert:

4 the priority that he got at the previous stage of com-
putation (see Table 2), e.g., for owners (Al and A2) —
0.37;

4 task priorities (C1 — C5), which have been com-
puted on the basis of the pair-wise comparison matrix,
e.g., for the general director (D) it is 0.24, 0.24, 0.15,
0.12 and 0.24;

4 the place of each task in the ranking composed by an
expert, e.g., the financial director (FD) in the first place
assigned the task of costs saving (C1), in the second —
increase of income (C2), in the last place — improve-
ment of the management system (C5), while the tasks
related to search for financial resources (C3) and the
need for new production output (C4) — share the third
and the fourth places.

The penultimate column of Table 6 contains the in-
tegrated priority of each task which has been calculated
taking into account the significance of experts and the
importance of this task for each expert. It is apparent
that the main task for the implementation of the com-
pany’s strategy is C4 (the need for new production out-
put), which is more than two times more important than
task C3 (search for financial resources), which has the
lowest priority.

Clearly, for the withdrawal of the enterprise from pre-
crisis status it is necessary to solve all five formulated
tasks, however, the lack of material, labor, financial and
timing resources requires determination of the direction
of the «main effort», of that task, which has bigger im-
portance. Each time, making managerial decisions on
the distribution of limited resources when developing
an action plan for a quarter, month, week, the organi-
zation's chief executives and owners had exact priorities
for the choice stated in Table 6.

In early November 2014, the enterprise started pro-
duction of new types of products, and several important
subtasks in other directions were successfully imple-
mented as well. For this reason, a revision of task pri-
orities was required. This time, the owners decided to
raise the significance of the experts — heads of the entity,
and the inequality S1 = S2> D = DD = FD was used.
In addition, amendments and changes were made in the
tasks and subtasks tree, although the task list remained
unchanged. Using the algorithms described above, the
tasks of costs saving (C1) and improvement of manage-
ment system (C5) were the first and the second in the
ranking.

The entity has gradually accumulated positive experi-
ence of applying the method of prioritization. A clear
algorithm and the simplicity of the method implemen-
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tation made it possible to develop corporate regulations
and to implement ranking not only of tasks, but also of
subtasks of the first level, involving heads of departments
on an expert basis. The time was reduced for discussion
and choosing managerial solutions; the possibility ap-
peared to compare not only quantitative, but also quali-
tative indicators. The profit of the entity in the second
half of 2014 as compared to the first half of the same year
increased by 28%. The main target of withdrawing the
enterprise from the pre-crisis state was achieved.

At the end of 2014 due to changes in the economic
situation in the country, the entity once again had to re-
vise the task priorities. This time the need to search for
financial resources was recognized as the most impor-
tant task, while the task of releasing new types of prod-
ucts was excluded from discussion. Financial and legal
departments developed a detailed subtask tree in order
to obtain additional sources of funding, and subtasks of
the first and second levels were ranked using the method
of prioritization.

The authors of this article did not have as their goal to
improve the Saaty method [2], wherein a rating scale from
1 to 9 is used for objects comparison. These estimates
have the following values: 1 — equal importance, 3 —
moderate superiority of one above the other, 5 — sub-
stantial superiority of one above the other, 7 — drastic
superiority of one above the other, 9 — very strong supe-
riority of one above the other; 2, 4, 6, 8 — correspond-
ing intermediate values. If during the pair-wise compari-
son, an expert considers that the object i considerably
exceeds the object j, then in the pair-wise comparison
matrix B = ||b,.j " b; =3, and b, =1/3. The method of pri-
oritization is just one of possible modifications of the
Saaty method.

The authors believe that for an expert, when compar-
ing objects it is easier to answer «better (more important,
preferred)», «worse (less important or less preferred)»,

«equal», than using the scale from 1 to 9 to assign instead
the grade 6, e.g. the grade 8 and to be wrong. For this
reason, the ranges of parameter y proposed in Tables 1
and 4 must consider that the spread of estimates can be
evaluated prior to the objects comparison. Certainly, the
ranges of parameter y and the number of these ranges
are only recommended, and thereafter it is possible to
correct them depending on the current situation and on
the standing tasks.

Conclusion

Consequently, the authors have obtained the follow-
ing results:

<> a new approach has been suggested to the procedure
of choosing an entity’s development strategy and ways of
implementing this strategy;

<> the algorithm of the method of prioritization has
been developed, making it possible to compare objects
by qualitative factors and obtain quantitative estimates;

<> procedures for ranking experts and tasks that an en-
tity faces at various stages of its development have been
proposed;

<> the validation of the algorithm has been implement-
ed using a particular enterprise: the estimates of experts’
priorities have been presented; a task tree has been com-
posed for which integrated priorities have been com-
puted with due consideration of experts’ significance;
an analysis has been carried out of the results obtained
for different conditions of external and internal environ-
ment of an entity.

The practical significance of the work lies in the fact
that the proposed algorithm and the method of ranking
experts and tasks can be used to prepare management
accounting regulations to improve decision making
methods with due account of the strategic and tactical
tasks of an entity. m
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Introduction

t present, IT companies associated with pro-
duction of software products, in one way or
nother select one of the two activity business
models: development and promotion of their own
software products (product model), or development
of a unique customized software product (custom
model). From the developer’s point of view, the prod-
uct model is more promising by virtue of the fact that
the company is positioned on the market as a producer
of new projects and technologies. In this context, the
company management is to solve such tasks as deter-
mining the boundaries of the primary software mar-
ket (distinguishing target segments therein), building
functionally different options of software products ar-
chitectures, identifying business models of their deliv-
ery to the consumers, as well as selecting the optimal
range of software delivery options for target market
segments in the resource-constrained environment.

From the point of view of marketing and manage-
ment [1, 2], these tasks can be resolved by determin-
ing a product-market matrix in the form of a variety
of product offerings that meet the consumers’ require-
ments in selected target market segments and devel-
oping a matrix-based product portfolio, providing a
required balance between the producer resource ca-
pabilities, consumer needs, amount of a potential gain
and expected cost. In publications related to manage-
ment of I'T companies, the tasks of this sort are assigned
to portfolio management. Papers [3—5] describe capa-
bilities of specific market tools to manage the project
portfolios that provide information support for the ba-
sic software projects life cycle processes. Description
of models and procedures to optimize software projects
management is given in [6, 7]. Furthermore, the litera-
ture currently discusses an area of engineering lines of
software products. For example, papers [8—10] present
a policy of industrial software development, based on
organization of a family (line) of software products by
reusing components. Paper [11] addresses a two-stage
model of generating a product line satisfying the pref-
erences of a wide range of consumers and developing
an optimal solution for release of products in demand
by a certain group of consumers.

With due regard of the above approaches, this arti-
cle addresses the task of launching replicated software
products different in the functionality and business
models of delivery to the target markets in the I'T com-
pany resource-constrained environment.
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1. Description
of the primary market

The three-dimensional scheme proposed by D.Abel
and improved by J.-J. Lambin [2] was taken as a basis
of determining the software product primary market
boundaries, where groups of potential customers, func-
tions (consumer needs) and technologies (alternative
ways of implementing the functions) were identified as
the original coordinates determining the primary mar-
ket. To determine the boundaries of the primary market
of replicated software, it is proposed to use the following
coordinate system: target market segments on which the
company will concentrate its efforts differentiated with
respect to the functionality of software delivery options;
software delivery business model and associated services
(Fig. 1).

Functions 4
H Major version
D opmeemmmen e Bounded
N functionality
Saas T >
STEEPEURES EEPTPPERED Customer
License distribution ! SR groups
Software |
customization = XARRLIILE (T

.
O' *

1st consumer
group

Replication Business models

2nd consumer
group

Fig. 1. 3D model describing software market

For selection of target market segments and groups
of potential customers both hierarchical and iterative
segmentation methods [12] can be used. In so doing, in
the light of specific features of software as a commodity
good, the following set of characteristics as segmenta-
tion variables is proposed to be used: geographical lo-
cation, type of ownership, sectoral affiliation, corporate
consumer size, a list of purchased services, level of de-
velopment of information and communication technol-
ogies [13].

The needs of potential consumers in each of the tar-
get segments can be satisfied through delivery of func-
tionally differentiated software versions: major version
or differentiated set of functions (depending on software
configuration or integrity of its delivery).



Free software distribution with further maintenance;
distribution of licenses for box versions; Software as a
Service, (SaaS); dedicated installation of the software
(Application Service Provider, ASP); software customi-
zation as required by the customer can be distinguished
as the main software delivery business models and asso-
ciated services.

In consideration of the foregoing, a description of the
software primary market can be represented as a set .§
of certain groups of potential customers which software
with functionality F of interest based on a specific soft-
ware delivery business model B can be proposed to.

2. Mathematical model
and solution algorithm

Let us assume that S ={1, 2, ..., j, ..., m} is a set of tar-
get market segments resulting from segmentation of
consumers of the primary market; F={,2,..., f,...,d}
is a set of functionally differentiated software versions;
B={1,2,..,b,...,1} is a set of software delivery business
models and associated services for each of target mar-
ket segments. Software delivery of a specific function-
ality replicated by a specific business model including
a number of service applications, such as server-based
version, desktop-applications, mobile applications, etc.
will be identified as an alternative software delivery. The
Cartesian product of the sets F*B forms a set of alter-
natives (options) of the software product delivery to the
target market segments V={1,2,...,i,..., n}. Then, the
mathematical model of selecting software delivery op-
tions for the target market segments can be represented
as follows.

Set X = {x[j}, i=lLn, j= I,m, shall be determined,
where

[ 1, if the i-th delivery option will progress
X;=1 inthej-th target segment;
1 0, if this is not the case.

It is obvious that the selection of a specific option of
software product delivery depends on the company’s
abilities to attract single-discipline specialists (program-
mers, system administrators, sales managers, support
professionals, and others.) for replication processes. In
this case, the restriction of a task on human resources
can be represented as

%, ()

<T, k=11

i=1

~.
I

where 7, are required human resources (in man-hours
and man-months) of the k-th group of single-discipline
specialists to ensure replication processes of the i-th

software delivery option in j-th segment;

T, are human resources available at the company of
the k-th group of single-discipline specialists.

A small IT company is interested in replication of only
one software delivery option to each segment:

Yx,=1j=Lm. (2)
i=1

This can enhance the quality of the product position-
ing in the target market segment, ensure specialization
of profession-oriented corporate employees for the seg-
ment customer service and preclude the need for sup-
porting several software delivery options. As a final re-
sult, this leads to a decrease in an overall effort to ensure
the software replication processes.

It is customary that two indicators affecting the effi-
ciency of business operations are applied as an optimal-
ity criterion in the problems of this kind:

1) maximization of accumulated profit in software
replication:

Z, :iipy-xy%max, 3)

i=1 j=1
where P,.j is standard (desirable) profit from the i-th op-
tion of software delivery to j-th segment;

2) minimization of expenses (investments) for soft-
ware promotion to target markets:

n m
Z, =22vij - X; —> min,

i=l j=1

4

where v, is a planned value of investments for promoting
the i-th option of software delivery in j-th segment.

Furthermore, IT companies, due to limited financial
and human resources, are unable to meet the require-
ments of the whole market, so the management task is
to select a minimum number of target segments, which
servicing will enable to reduce the potential cost of the
product promotion:

Z, =ii x; — min,

i=1 j=1

(&)

The classical marketing literature [1, 2] points out that
in order to estimate the efficiency of business operations
in a particular market segment, it is reasonable to con-
sider the qualitative characteristics of segments attrac-
tion along with the evaluation of quantitative indicators.
With this in mind, an integrated indicator of the attrac-
tion of business operations as a target function can be
used

Z,=33 w,x, - max, ©)

i=1 j=1
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where w, is an integrated attraction of replication of the
i-th option of software delivery in j-th segment.

Mathematical model (1-6) is a multi-criterion prob-
lem of the linear integer programming. Generally speak-
ing, the dimension of problem is determined based on
the amount allocated segments and proposed for repli-
cation of software delivery options.

With due regard to a high uncertainty of the initial
model parameters and ambiguity of the relative impor-
tance of criteria, a method of successive concessions
[14] for solution of the problem will be used, accord-
ing to which local criteria are pre-ranked by a decision
maker (DM) in a descending order of their relative im-
portance. In this case, criterion Z, is considered to be
the most important, and criteria — Z,, Z, and Z, are con-
sidered to be less important.

In the first step, using expression (3) as an optimality cri-
terion, we solve a one-criterion problem of linear program-
ming (1-3). The resulting optimal solution of the problem
(1-3) makes it possible to determine options of software
delivery to specified segments with the value of expected
profit P In the second step the decision-maker assigns a
value of allowable reduction of profit AP > (. Expression
(4) is used as the optimality criterion, and expression (3) is
transferred to the category of restrictions (7). A solution
of one-criterion problem of linear programming (1, 2,
4, 7) is found:

33 5 x,2 P AP )

i=1 j=I1
Concession AV = 0 is assigned for second criterion Z,,
expression (4) is transferred to a category of restrictions
(8). The solution of one-criterion problem of linear pro-
gramming (1, 2, 5, 7, 8) for criterion Z, is found with
specified concessions for the first and second criteria:
D2 vy SV HAY, (8)
i=1 j=1
Further, concession AS > 0 is made, expression (5) is
transferred to a category of restrictions (9) and problem

(1,2, 6-9) is solved using criterion Z,. The resulting can-
didate solution is considered to be optimal.

iixij <S+AS.

i=1 j=1

®

3. Selection and justification
of the list and evaluation
of the primary model indicators

Based on the analysis and generalization of papers
[15-17], the list of primary indicators for calculation of
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an integrated index for assessing the business operations
appeal is proposed to be determined proceeding from
the market appeal of target segments, software compet-
itiveness in the target segments and capabilities of the
company activity in these segments (Table I).

Under conditions of a high degree of uncertainty for
estimation of quantitative parameters of the mathemati-
cal model and qualitative indicators of the segment ap-
peal an expert evaluation method in conjunction with
PERT method [18] is proposed to be used. The evalua-
tions of target segments appeal indicators can be deter-
mined by the experts based on optimistic o, pessimistic
p and realistic b options ( 7Table 2). An average evaluation
of the appeal is determined by w,;f =(w; + 4wl.j.’ +w/)/6.

Table 1.
Indicators of market appeal of target segments

Indicator Indicator description

Indicators of market appeal of target segments

Status of growth dynamics or reduction

Segrgﬁgttr%?]%acity of a number of enterprises being potential
consumers of software
Information Availability and quality of information services

infrastructure level

at the segment enterprises

Expandability
of a range of software
and services

Potential demands of enterprises in other
company products and services

Indicator

s of software competitiveness

Compliance of
software character-
istics with consumer
demands

The extent of required modifications
(adaptation) of software to satisfy demands
of the segment consumers

Presence of software
competitors and
brand awareness

Presence and quantity of software competitors
similar in performance

Level of software
uniqueness

Available of unique advantages in software over
similar products.

ators reflecting capability

of company best practice in a segment

Consumers
availability

Company'’s ability to conduct necessary
communications with the segment
consumers, both in terms of software delivery
and subsequent maintenance

Technological
mobility of the
company

Capability and speed of company response
to appearance of new segment players
and software

Company experience
in consumer
servicing

The success story of the company cooperation
with enterprises similar to the segment
consumers by form of ownership,
company size, software implementation
and maintenance technology, procurement
specifics and other characteristics

Compliance with
strategic objectives
and key competence

of the company

The degree of the company conformity with
business profile of the segment consumers
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The optimistic appeal assessment assumes that the
segment is extremely attractive for software replication,
the software product is unique, the company has highly
qualified specialists, the business profitability is quite
high, and occurrence of any risks is improbable. The
pessimistic appeal assessment is performed if the com-
pany has many problems in the target segment, namely,
presence of competitors, high cost, low level and quality
of information services at the enterprises and others. A
realistic assessment means that the segment is moder-
ately attractive for software replication.

A discussion as an open panel discussion of individ-
ual appeal characteristics with the involvement of rel-
evant company specialists and external experts (market-
ing specialists, analysts, investors, etc.) is proposed to
be used as an expert assessment procedure. The project
manager can act as a leading discussion manager. Final
optimistic, most likely and pessimistic assessments are
documented after reaching an opinion consistency of
experts involved in the assessment.

The quantitative model parameters, profit thresholds
and necessary expenditure are assessed by the same pro-
cedure, in so doing, the expert assessments consist of three
numbers: minimum, maximum, and most likely values.

4. Test case

Let us consider the process of solving the problem of
selecting options of the software product delivery «Elec-
tronic timetable» to the market of secondary and higher
educational institutions of the Siberian Federal District
(SFD) of Russia. The subjects forming part of SFD;
types of educational institutions (university or college);
size of the institution (number of study groups of stu-
dents) were used as segmentation variables in differen-
tiation of consumer groups. These segments characteris-

tics were formed on the basis of reference book of federal
portal «Russian Education» as of 13.01.2015 [19].

As a result of the market segmentation 24 target seg-
ments of special secondary and higher educational insti-
tutions of the Siberian Federal District (12 subjects by
2 types of educational institutions with not more than
100 study groups) were obtained. «Electronic timetable»
software is planned to be replicated in two delivery busi-
ness models: SaaS model with a built-in mechanism of
adaptation enabling the consumers to work with a single
cloud service, and ASP model representing an allocation
of a standalone application for a separate educational
institution with more powerful capabilities of adaptation
and improvement according to the customer needs. The
SaaS model can be used by colleges and universities,
while the ASP model can be used by institutions only.
Table 2 presents a fragment of initial data for solving the
problem of selecting «Electronic timetable» software de-
livery options to SFD universities and colleges.

The results of the iterative solution of the problem
based on the method of successive concessions are pre-
sented in Table 3. A set of «Electronic timetable» soft-
ware replication options resulting from the last iteration
looks like this:

1) delivery of SaaS-version: colleges and universities
of the Altai Territory; colleges of Zabaikalye Territory;
colleges and higher educational institutions of Irkutsk
region; colleges and universities of Kemerovo region;
colleges and universities of Krasnoyarsk Territory; col-
leges and universities of Novosibirsk Region; colleges of
Omsk region; colleges of the Republic of Buryatia; col-
leges Tomsk region.

2) delivery of ASP-version: universities of Omsk re-
gion; universities of the Republic of Buryatia; universi-
ties of Tomsk region.

Table 2.

Characteristics of options of «Electronic timetable»
software delivery to universities and colleges of the Siberian Federal District

Profit, forExgz::;et?on Technicians, Project Manager,
Subject of SFD thousand rubles thou spa TG man-hours man-hours
Altai territory 79 8 85 | 784 | 294 | 476 | 336 | 126 | 204 500 40 15 124
Novosibirsk region 8 81 | 86 98 | 294 | 476 | 42 126 | 204 500 50 15 124
- 300 96
Tomsk region 78 182 |87 ]392 | 196 | 238 | 16,8 8,4 10,2 250 20 10 62

Delivery options: 1 — delivery to colleges using SaaS model;
2 — delivery to universities using SaaS models; 3 — delivery to universities using ASP model
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Table 3.

Results of incremental solution of problems
for selecting «Electronic timetable» software delivery options

INDICATORS
Criteria Number .. | Expected expens- | Required human Required human
of delivery Average tEIfg::;ﬁ:'l ':l:g:::; es for promotion, resources of resources of project
options thousand rubles | technicians, man hour | managers, man hour
1. Profit maximization 22 7,79 559,9 417 1050 742
2. Minimization
of expenses for promotion 20 774 5011 391.8 1050 e
3. Minimization of a
number of target segments 7 8 501.1 391.8 1050 e
4. Maximization
of average appeal 17 7,87 505,3 393,6 1300 764

The analysis of the incremental selection of «Elec-
tronic timetable» software delivery options enables to
conclude that a number of selected segments (from 22 to
17) is changed in various iterations of solving the prob-
lem. The results obtained in the second and third steps
show that while minimizing a number of segments the
expected profit and expenses remain unchanged, and
the amount of human resources increases. This may be
due to the fact that at these algorithm stages segments
with a large number of educational institutions are se-
lected. A decrease of the expected profit to expense ratio
(from 1.34 to 1.28) is observed between the first and the
second steps, however, in the next steps this ratio is sta-
bilized, at this, a steady growth of the average segments
appeal indicator is observed from the third step.

Conclusion

A description of the primary software market in the
form of a three-dimensional model (consumers, func-
tionality, delivery business model) enables to create a
base set of software delivery options and prioritize de-

livery options based on the company’s own capabilities
and specifics of the market of potential users. The four
optimality criteria proposed in the article make it pos-
sible to describe the problem of selecting functionality-
and business model-differentiated options for software
delivery in the form of alternative models, and use other
methods of solving multi-criteria problems. In addition,
the proposed model of volume planning of selection of
software delivery options to the target market segments
can be modernized in a volume-scheduling model that
accounts for software time intervals of delivery (for ex-
ample, year, quarter, month).

The analysis of the results of selecting options of the
«Electronic timetable» software delivery to the market
of specialized secondary and higher educational institu-
tions of the Siberian Federal District makes it possible
to conclude about the suitability of the proposed mod-
el and algorithm for solving practical problems. The
problem solving results may be useful to directors and
managers of small IT companies in forming replication
strategies for their own software products to prospective
target segments. B
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MATEMATUHECKUE METOLbBI N AJIFOPUTMbI BUSHEC-MHOOPMATVKA

B cmamve paccmampusaromes npobnemvl u 3a0a4u, ¢ Komopwimu cmankusaiomes HT-xomnarnuuy npu npoosudiceruu
HA PbIHOK cOOCm8eHHbIX pazpabomok. [Ipedcmasgnero onucarue 6a308020 poiHKa npocpammHsix npodykmos (1111) 6 sude
COBOKYNHOCIIL ONPEOEIeHHbIX SPYNI NOMEHYUATTLHBIX NOmpedumeneti, KOMopbiM MOICHO npednodcums aunetiky 11 ¢
UHINEPECYIOWUM UX PYHKYUOHATOM NO PARUYHBIM OU3HEC-MOOenAM nocmagku. [Ipednosicervl mpu epynnbl nokasamenei
NPUBTIEKAMETLHOCIU Ce2MEHINO8 PbIHKA — PbIHOYHOU NPUBTEKAMETbHOCIY, YPOSHS KOHKYpeHWUlU, 3pdexmusnocmu
Pabomuvl KOMIAHUY 8 Ce2MEHMe.

Paspabomana mmozoxpumepuanvhas mamemamuyeckas mooems 6bioopa sapuanmos mupaxcuposanus 111 6
BbIOETIEHHBIX Ce2MEHMAx PolHKA. B kauecmee Kpumepueg OnmumanbHOCmu 8b10€1eHbl MAKCUMYM CYMMAPHOU HPUObLIU,
MUHUMYM 3aMpam Ha NPOOSUdICEHUe, MUHUMYM KOTUYECHBA YENeBbiX CeSMEHMO8 U MAKCUMYM UHMESPATbHO2O
NOKA3aMeNs nPUeneKamensHocmu cezmenmos. Ozpanuuenus Mooen — 00beMbl MpyoosbiX Pecypcos o Kaxcootl spynne
V3KONpo@ubHbIX cneyuanucmos UT-komnanuu u nocmaska 6 Kajcovlll U3 ce2MeHmos moabko 00Ho2o éapuanma I111.
B ravecmese ancopumma pewenus 3a0auu npuMeHsemcs Memoo ROC1e008ameNbHbIX YCHIYHOK, 0OHAKO NPeOiodCeHHbIC
Kpumepuu ONMUMATbHOCHIU HO360TAIOM UCTIONL3068aTb U OpY2Ue MemOObl PeuteH s MHOLOKDUMEPUATLHOU 3a0aUU.

Onuicanbl pe3ynvmanivl UCHOTb306AHUA MOOETU HA NpUMepe peatbHoll 3adauu 8vibopa eapuanmos nocmasku 1111
«DNeKMpoHHOe PaACnUCaHue 3aHAMULL) HA PbIHOK CPEOHUX CHEeYUAIbHBIX U GblcluuX yueOHblx 3asedenuti Cubupckozo
pedepanvrozo oxpyea Poccutickoii Dedepayuu. [ mupaxcuposanus svioenetsl 24 ceemenma, nompeoumensim Komopoix
npeonaeaemcs nocmaeka 1111 no 08ym busHec-modenam: «software as a servicey (SaaS) u «application service providery
(ASP). Oyenxa KomuuecmeeHHbIX U Ka4eCMEeHHbIX Napamempos MamemMamuieckoll MOOemu npoGedeHd dKCnepmami
1O ONTMUMUCTIUYECKOMY, HECCUMUCIUHECKOMY U peanucmudeckomy cyeHapuam. Pesymomamur pewenus saoauu: 1111 no
mooenu SaaS npednazaemcs mupaxcuposams 8 14 ceemenmax, no mooenu ASP— 6 3 ceavmenmax. [lonyuennvie pesyivmanivl
Moeym Oblmb RONE3HbI PYKOBOOUMENIM U MeHeddicepam Hebomvuwiux HUT-komnanuii npu gopmuposanuu cmpamezuii
MUPAACUPOBAHUSA CODCBEHHBIX NPOSPAMMHBIX HPOOYKINOS 8 NEPCHEKIMUBHBIX YeleGbIX Ce2MEHMAX.

Kirouessie c10Ba: TUpakKupoBaHUe TPOrPaMMHOTO MPOIYKTa, CETMEHTALIMS PhIHKA TTOTEHLIMATBHBIX MTOTpeduTenei,
TIPUBJIEKATEIbHOCTb 1IEJIEBBIX CETMEHTOB, METOIbI MHOTOMEPHOH KilaccubuKauu o0beKTOB, YIIpaBlieHne opTdeneM
TPOTPAaMMHBIX TIPOIYKTOB, MHOTOKPUTEpUATbHAS 3a/1a4a [EJT0YNCIEHHOTO JTMHEHHOTO MPOTPaMMUPOBAHUS.

IMuruposanue: Yekhlakov Yu.P., Baraksanov D.N. Mathematical model and algorithm of selecting software promotion options
differentiated by functionality and business models. Business Informatics. 2015. No. 4 (34). P. 55-62.
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A method for information retrieval based on annotated suffix trees (AST) is presented. The method is based
on a string-to-document relevance score calculated using AST as well as fragment reverse indexing for improving
performance. We developed a search engine based on the method. This engine is compared with some other popular
text aggregating techniques: probabilistic latent semantic indexing (PLSA) and latent Dirichlet allocation (LDA).

We used real data for computation experiments: an online store’s xml-catalogs and collections of web pages (both
in Russian) and a real user’s queries from the Yandex. Wordstat service. As quality metrics, we used point quality
estimations and graphical representations. Our AST-based method generally leads to results that are similar to those
obtained by the other methods. However, in the case of inaccurate queries, AST-based results are superior. The speed
of the AST-based method is slightly worse than the speed of the PLSA/LDA-based methods. Due to the observed
correlation between the average query performing time and the string lengths at the AST construction phase, one
can improve the performance of the algorithm by dividing the texts into smaller fragments at the preprocessing stage.
However, the quality of search may suffer if the fragments are too short. Therefore, the applicability of annotated
suffix tree techniques for text retrieval problems is demonstrated. Moreover, the AST-based method has significant
advantages in the case of fuzzy search.
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Introduction techniques which are applicable for design and implemen-
tation of search engines. In paper [4] information retrieval
tools are considered, including retrieval techniques for spe-

cific documents like Internet forums pages at which most

ne of the key areas in data analysis is the processing
of document collections: document rubrication,
text similarity scoring, document search by given

keywords and so on [4, 5, 9, 11]. The last problem forms
a particular part of computer science, so-called informa-
tion retrieval. Information retrieval problems are widely
covered in books and research papers. A major reference is
‘Introduction to Information Retrieval’ by C.Manning et
al. [11], which can be used as a textbook for information re-
trieval studies as well. In papers [4, 9], belonging to a rather
popular scientific genre, one may find many methods and

information is produced by users.

In principle, the problem of document retrieval for a
given query can be considered as a task of full-text search
or even as a basic string matching problem. There have
been a number of methods developed for this problem in-
cluding that emphasized in paper [15]. Applicable tech-
niques aim at a reasonable balance between quality of ob-
tained results and retrieval time.
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A classic approach in information retrieval is index-
ing of document collections [5, 11]. However, there is a
need to improve performance and accuracy, which leads
to developing alternative approaches. One of these alter-
native methods is aggregate representation both for indi-
vidual texts [3, 13, 14] and for collections as well [2, 7].
The Annotated suffix tree method (AST) was proposed
in papers by B.G.Mirkin and E.L.Chernyak [3, 14]. The
authors use AST for determining the so-called string-to-
document relevance score and automated construction
of taxonomy systems [3]. Regarding other approaches
to aggregate document collection representations, let us
indicate, first of all, probabilistic latent semantic index-
ing (PLSI) [7] and latent Dirichlet allocation (LDA) [2].
A recent survey of these and similar techniques can be
found in A.Korshunov and A.Gomzin’s paper [8]. Fur-
ther modifications of classic methods in probabilistic
topic modelling can be found in K.V.Vorontsov’s papers,
for example, in [16].

Note that both the probabilistic latent semantic in-
dexing and latent Dirichlet allocation use feature-based
text representation, whereas the annotated suffix tree
approach uses fragment representation only [13]. This
feature is very important for fuzzy text searching, for ex-
ample, if the search query or documents in a collection
contain mistakes. Feature-based methods require spe-
cial adaptation for such situations [11]. The purpose of
this work is to propose a technique for applying AST in
information retrieval of texts or queries containing mis-
takes and to analyze its efficiency against the methods
using probabilistic topic modelling.

Currently there are several implementations of the
AST method. Using annotated suffix arrays (ASA) and
tree constructing algorithms for substring search pro-
posed in [6] significantly reduces the time complexity of
text aggregation and provides an appreciable saving of
MEeMmory resources.

1. Methods

In this work we compare aggregate text representa-
tions of whole document collections (PLSI, LDA) and
individual texts (AST) as ways to solve the information
retrieval problem for a given query.

In PLSA and LDA information retrieval, the problem
is reduced to a problem of detecting documents which
are similar to the given one (search query). Therefore the
search query is transformed into a feature vector form
used in these models [11]. After that, one has to carry
out procedures of calculating the similarity score be-
tween the query and representations of all documents in
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a collection [17], sorting by obtained values and choos-
ing documents gaining the greatest scores. Of course,
different parameters of the models (in particular, the
number of detected themes and algorithm parameters)
may lead to different results of these procedures. Note
that there are many implementations of PLSA and LDA
models; the main differences between these implemen-
tations are development tools. For our experiments, we
used implementations from the free distributed frame-
work Gensim (https.//radimrehurek.com/gensim) for Py-
thon, with significant modifications and special adjust-
ments for our aims. In particular, the feature processing
module was appended, and we also changed document
storage formats for more convenient work with the da-
tabases we used.

Let us describe a method we developed for full-text
search based on AST representations of the documents.
Here we give a classical AST constructing algorithm for
a given document [3]. AST is a weighted root tree, which
is used as a data structure for storing and processing text,
which stores fragments and corresponding frequencies.
One of the tree nodes is a root of the tree; an empty tree
contains the root only. Other nodes contain text symbols
and corresponding frequencies (so-called annotations).

To use AST, we have to split document into strings —
symbol sequences. As a rule, one string is formed by
2-4 sequential words from a text. A k-suffix of a string
X=X, X,...x,of length Nis asubstring x, =x, ,, X, ., ... X,

For example, 3-suffix of a string INFORNATION is
a substring /ON. Note that an N-suffix of any string is
a whole string. An algorithm for constructing AST for a

given string x is described below:
1. Initialize an empty AST T;
2. Find all suffixes of a given string {x, : k=1, 2, ... N};

3. For each suffix x, find maximal overlap (path from
the root) in 7: x,;. For all nodes from x,;"**
notations by 1. If the length of x;"" is less than k, one
creates new nodes from the remaining part of this suffix;

annotations of all the new nodes are equal to 1.

An example of AST for a string ABCBA is shown in
Fig. 1.

To construct AST for 2 or more strings, one has to
perform sequential addition of these strings into a com-
mon tree. Hence, if we represent a document as a set of
strings, we can construct an AST for the document.

increase an-

The AST constructing algorithm, which is given
above, is quite costly both for the time and space com-
plexity. Currently there are methods based on classical
string algorithms, for example, the Ukkonen algorithm
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Fig 1. An example of AST for a string ABCBA

for substring matching [6]. This makes it possible to re-
duce time complexity for AST construction. Another
way to improve the algorithm is to reduce memory con-
sumption. This goal can be achieved using special data
structures for AST storage, for example, special arrays.

The AST constructed for the document allows us to
solve a problem of similarity scoring between a given
string and the document. This problem is called string-
to-document relevance scoring. Let us describe a way to
solve this problem proposed in [3].

Consider the conditional probability of node u in giv-
en AST T'with the root R. Denote annotation of node u
as flu). The conditional probability of node u is:

p(u)=

veT:ancestor(v)=ancestor (i)

where ancestor(u) — is an ancestor of node u in the AST T.

For each suffix x,_ of the string x, the relevance score
is defined as the sum of conditional probabilities of all

nodes which belong to maximal overlap x|
k

3

q%n=f_”mgy )

Il
5

i

Finally, the relevance score of the string x for AST T'is
expressed by the following formula:

S(6 )= 3 5(5,. 7). 3)

For example, the relevance score of a substring BAC
and AST constructed for a string ABCBA is 0.35.

Hence, one can formulate the following strategy for
retrieval documents for a given query. If we have an

AST constructed for each document in a collection,
then one can calculate string-to-document relevance
scores, sort them and obtain the most relevant docu-
ments. Obviously, iteration of the procedure for string-
to-document relevance scoring makes the speed of this
method very slow. We propose to compute relevance
scores not for a whole collection but for documents
which have a high probability to gain a high score. To
detect these documents, we use an approach based on an
inverted index [5, 11] of ancillary features (fragments).
We use a special data structure, which is exactly a hash-
table as the following:

5 [”11,-'~’”1m1]

ﬁ"[”zl,""”zinz] ’ @

»f[(.‘l:nkl,...,nkmk ]
where f — document fragments;

n; — indexes of corresponding documents (or links to
documents) which contain these fragments;

K — count of fragments.

We can consider any document feature as a fragment.
In our implementation, we use 3- and 4-grams (sequen-
tial symbols of a text). One can use individual words or
bigrams; this approach gives us a classical inverted in-
dex. If a collection is very large, one can consider not
all fragments but fragments having a frequency which is
more than the given one. Thus, query processing before
string-to-document relevance scoring includes the se-
lection of «candidate documents».

The final search algorithm consists of the following
steps:

1. Split a query into substrings and select correspond-
ing candidate documents from an inverted index;

2. Calculate the string-to-document relevance score
for these candidate documents using AST,

3. Sort the documents by relevance score.

These steps are the simplest indexing algorithm before
using AST. One can improve the hash-table using frag-
ments with the numbers of their occurrences in docu-
ments, of some transformations (for example, tf-idf
[12]). In principle, it is possible to use ranking functions
(BM25 and others) with a hash-table and following
comparison with the results obtained with AST. A par-
ticular issue to investigate is a situation if there are no
ancillary features in a search query. In our algorithm, we
include a whole collection in a list of candidate docu-
ments.
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2. Experiments
and results

Let us describe an experimental approval of the pro-
posed method. In our comparison, we have considered
the AST-based method and methods based on PLSI and
LDA (for the last one we implemented a modification
used bigrams [2]). We used a laptop with a 2.0 GHz du-
al-core processor and 4 GB RAM, running under the
Ubuntu 12.04 operating system for our aims. Test docu-
ment collections were stored in the document-oriented
database MongoDB (http://mongodb.org). The full-text
search engine of this database was also included in our
comparison. We used 2 document collections for experi-
mental approval.

The first (Collection #1) was produced from the xml-
catalogue of fantasy books in Russian in the Ozon.ru on-
line superstore (http.//www.ozon.ru). The catalogue con-
tains about 90,000 documents, formatted to contain the
title, author, description and a set of parameters (such
as current price, discount, number of pages, publisher,
etc.). To use these documents for our purposes, we re-
move all except the title, author and description and
transform documents into text form.

We used real user queries obtained from the Yandex.
Wordstat online service (http://wordstat.yandex.ru). This
service is used for efficient website promotion in the
Yandex search engine and SEO-optimization. It allows
us to get frequency statistics for a given query (weekly,
monthly etc.) and to obtain a wide list of associated que-
ries (which are similar by form or by search results). We
used the last feature. To obtain a set of queries from this
system, we make requests for some chosen test query ¢
and obtain a list of real user queries S(¢) = {g,, ..., q,}.
We formed 2 sets of test queries. The first one contained
titles of subcategories in the original xml-catalog; the
second one consisted of words and phrases from docu-
ments. From these sets of queries was formed 3 groups of
real users’ queries. Group #1 consisted of queries from
lists S(g) for the first set. We called this group «Titles of
subcategory». Groups #2 and #3 - «Transparent que-
ries» and «Inaccurate queries» consisting of user queries
obtained from lists for the second set. But for Group #3,
we selected inaccurate and damaged queries in S(g) lists.
Altogether we considered 90 queries. Note that we used
special scripts in Python to automate processing of the
results of our experiments.

To measure quality metrics of the methods under con-
sideration, precision at level of N documents R, and re-
call R were calculated. These metrics are calculated for
each query using cardinality of the relevant document

set and set of documents retrieved by the system. Note
that one has to choose N documents (which has the larg-
est weight assigned by the system) as a second set to cal-
culate N document level precision. The standard formu-
las are as follows:

X NX,.
R — | relevant obtained , (5)
relevant
N
P _ |X relevant N X obtained (6)
N N ’
obtained

where X,,,,... — a set of documents which are relevant for
a given query;
X painea — SEL Of documents retrieved by the system;

X} umea — set of N documents which gained the largest

relevance score in the search system for a given query.
Average precision of the methods is shown in Table 1
and 2 for the level of documents 5 and 10 respectively.

Table 1.
5-document level precision

Number

1 0.87 | 0.71 | 0.85 0.87 0.55

2 084 | 064 | 082 0.86 0.57

3 0.78 | 043 | 045 0.59 0.28

Average 0.83 | 059 | 0.71 0.77 0.47
Table 2.

10-document level precision

Number :
o 0A | arams | tultnt search
1 085 | 0.70 | 085 0.86 05
2 084 | 068 | 0.81 0.86 05
3 0.79 | 041 | 043 0.55 0.2
Average 0.82 | 056 | 0.70 0.76 0.4

Note that precision levels of the AST-based meth-
od for the 3rd group of queries («Inaccurate queries»)
are almost the same as for the 1st and 2nd groups. This
should be attributed to the fact that AST uses text frag-
ments, not features.

To show the level of recall and see the interplay be-
tween the precision and recall, let us use 11-point preci-
sion-recall TREC curves [1]. Such a curve is one of the
graphical representations of the quality level of a search
engine. It shows the precision level for a given recall level
at the same search engine. Usually one uses 11 levels of
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Fig. 2. Precision-recall curves for different methods, group of queries #1
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Fig. 3. Precision-recall curves for different methods, group of queries #2
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Fig. 4. Precision-recall curves for different methods, group of queries #3

recall (from 0.0 to 1.0 with a step equal to 0.1). It gives
more complete information than one point characteris-
tic. Les us describe a procedure of constructing the pre-
cision-recall curve.

1. Fix 11 recall values from 0.0 to 1,0 with the step 0.1;

2. Choose and fix the set of queries;

3. For each query perform the precision interpolation
procedure for given recall values R , i=1, ..., 11:

- carry out the search procedure and obtain a list of
results sorted by descending relevance score;

- in this list note the number of the document for
which the value of recall is equal to R, — K, and cal-
culate the corresponding precision value (for level
of Kdocuments) - P, ;

4. Find the averages for obtained values;
5. Get the pairs of values (precision, recall), draw a curve.

Precision-recall curves for different search meth-
ods obtained for different group of queries (1, 2, 3) are
shown by Fig. 2-4below.

For the first two groups, the AST-based method leads
to results that are similar to those obtained by the other
methods. However, for the 3rd group of queries («Inac-
curate queries») the AST method results are superior.

Average query processing times are shown in Table 3.
So, the AST-based method yields to PLSA and LDA
but nevertheless it is significantly faster than MongoDB
full-text search. Note that the performance of the AST
method is a really difficult problem.

Table 3.
Average time of query processing
for different methods (s)

AST ’ PLSI ‘ LDA

LDA with bigrams | MongoDB fulltext search

0431 0.23 | 0.25 0.29 8.55

The second collection of documents was obtained
from a set of Habrahabr.ru (http.//habrahabr.ru) web
pages. We downloaded several thousand web pages from
this site and chose the 2,000 largest pages from this set.
After that we removed the HTML markdowns from the
web pages and saved the results as raw texts. The aver-
age length of these texts was significantly greater than of
those used in the first experiment.

We use this collection of documents in order to test the
performance of the search engines under consideration.
The queries here were chosen as slightly modified strings
of the documents. The AST-based retrieval method ap-
pears to be slower than those based on PLSI and LDA,
but it is significantly faster than the MongoDB embed-
ded full-text search engine.

BUSINESS INFORMATICS Ne4(34)-2015
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Table 4. Conclusion

Average time of query processing ) ) )
for different methods (s) We described and verified the method of applying AST

technique for information retrieval in document col-
AST ‘ PLSI ‘ LDA ‘ ST E SN T ERTTGAEE I | lections. Experiments using real data show us that the
AST-based method does not yield to classical PLSI and
LDA methods, and, furthermore, has some advantages,

The correlation between the time for query processing | for example, in the case of inaccurate queries. We can
and length of strings used for AST constructing also was | conclude that it is necessary to make further investiga-
investigated. As a rule, one uses 2-3 sequential words as | tjons of the applicability of AST techniques in informa-
a string for tree constructing. We implement algorithm | tjon retrieval. Our future plans include developing effec-

modifications using 1 word and 5-6 words as a string. | tjve text retrieval methods based on the AST techniques.
The experiment results are presented in 7able 5. From | This includes the following subtasks:

the results one can conclude that string «extending» in-
creases the query processing time.

0.15 | 0.04 | 0.05 0.08 3.09

1. Improvement of the AST-based method for docu-
ment retrieval with the help of both index-based princi-
ples and approaches using no indexing;

2. Developing a method for document retrieval using
aggregate representation of a whole collection or repre-
AST with 1 word AST with 2-3 words | AST with 5-6 words sentation of document groups;

per string per string per string 3. Adaptation of the methods for distributed docu-

0.12 0.15 0.21 ment storing and computation;
4. Adaptation of the methods to cases of dynamically

Table 5.

Influence of string length used
in AST and query processing time (s)

One can suppose we can improve the performance of
the algorithm by using the minimal possible length of | changing document collections;
AST strings. However, in such a case we can lose helpful 5. Conducting experimental computations for com-
conjunctions between words and impair the quality met- | Parison of the developed methods.
rics of the algorithms. We are going to investigate this in I wish to thank Prof. B. Mirkin for his advice and valu-
further work. able comments. m
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NMPUMEHEHUE METOJA AHHOTUPOBAHHOI0 CY®®UKCHOI0 AEPEBA
B 3AJAYAX MOUCKA B KOJIJIEKLUAX TEKCTOBbIX JOKYMEHTOB
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B pabome npedcmaenen memood uHGDOPMAUUOHHOZO NOUCKA 8 KOANEKUUSX MEKCMOBbIX O00KYMEHMO8,
OCHOBAMHbLIL HA AHHOMUPOBAHHBIX CypuicHbix depesbsix (ACI). B memode ucnoavzyemcs onpedeneHue cmeneHu
6xoxncoernus cmpoxku 6 ACIH, nonyuenHvle 04 OOKYMeHmMO8, a makdce 00pamHbwlii UHOEKC, NOCMPOEHHbll NO
paemenmam Ookymenmog (¢ ueavto yayuuieHus npousgodumenvriocmu). Ha ocnose npedcmasnennozo memooa
Pean308ana NOUCKOBAs CUCIEMA U NPOU3BEOEHO ee CPABHEHUEe C AN20pUMMAamMU NOUCKA, UCNOAb3YIOWUMU dpyeue
CNOCOObL G2PecUupoBaHHO20 NPeOCMAasAeHUs MEeKCMOE (6cell KOANCKUUU UeAUKOM) — 8EPOSIMHOCIHbIM AAMEHMHO-
cemanmuueckum unoexcuposanuem (PLSI) u ckpvimuvim pazmewenuem Hupuxae (LDA).

Hna npoeedenuss 6bIMUCTUMENbHBIX IKCHEPUMEHIMO8 UCHONb306AHbL peanbHble OaHHble: KOMIeKYus xmi-
Kamano208 OHNAUH-MA2a3uHa U KOIeKYus 6e0-cmpanuy (00e — Ha pyccKoM A3bIKe), a MAKHce NOTb308amenbCKue
NOUCKOBbIe 3aNpochl, NOMyueHHble ¢ nomowplo cepsuca Yandex. Wordstat. Hccredosanvl kayecmeeHHbie MEMpPUKU
DACCMAMPUBAECMBIX CUCHEM: NOTYYEeHbl MOYeyHble OYeHKU U zpaguueckue xapakmepucmuku. Memoo noucka,
ocnosannviii Ha ACL, 6 yerom noxasvieaem pe3yibmamvl, CpagHUMble ¢ OpyeuMiu aneopUmMamy, OOHAKO, Ha
HEMOYHBIX 3aNPOCAX CYujecmeeHHo npegocxooum ux. bvina uccredosana npousgooumensHOCHb CPAGHUBAEMbIX
NOUCKOBYIX CUCHEM, 8 pe3yibimame ommedeHo, umo memoo Ha octose AC/] Heckonvko ycmynaem Opysum no
cKkopocmu noucka. Taxoice usyueHa 3a6UCUMOCHIb MEXCOY BDEMEHEM BbINOTHEHUs 3anpoca U OIUHOL CIPOK MeKcmd,
ucnonv3yemolx ona nocmpoenus AC/: ona ynyuuwienus npouzsooumenrbHocmuy HeooxXo0umo bl0Upams MUHUMATLHO
BO3MONHCHYIO ONUHY CIPOK, NPUHUMAS 80 GHUMAHUE MOM (DaKM, YMO CIUMKOM KOPOMKUE CHIPOKU MO2YM YXYOUlUNtb
KauecmeeHHble xapakmepucmuxu memooa. OmoenvHo ommeueH ¢axm npumeHumocmu memooa Ha ocHose ACH k
3a0a4am HewemKo20 NOUCKA, YMO OONHCHO CIAMb NPeOMemom OYOYUUX UCCIe008AHU.
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Kiouessie ci1oBa: nHGOPMAIIMOHHBIN TTOMCK B KOJUIEKIIMSIX TEKCTOB, arPETMPOBAHHOE TIPEACTABICHUE TEKCTOB,
aHHOTUpOBaHHOE cydbukcHoe aepeBo (AC/I), BeposITHOCTHOE JJaTEHTHO-CeMaHTUYecKoe nHaekcuponanue (PLSI),
ckpoitoe pazmenieHue dupuxie (LDA), HeueTKuil TEKCTOBBII MOKCK.
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This paper provides an overview of core technologies implemented by comparably new products on the information

security market — web application firewalls. Web applications are a very widely-used and convenient way of presenting
remote users with access to corporate information resources. They can, however, become single point of failure rendering
all the information infrastructure inaccessible to legitimate clients. To prevent malicious access attempts to endpoint
information resources and, intermediately, to web servers, a new class of information security solutions has been created.

Web application firewalls function at the highest, seventh layer of the 1SO/OSI model and serve as a controlling
tunnel for all the traffic heading to and from a company’s web application server(s). To ensure decent levels of traffic
monitoring and intrusion prevention, web application firewalls are equipped with various mechanisms of data exchange
session «<normality» control. These mechanisms include protocol check routines, machine learning techniques, traffic
signature analysis and more dedicated means, such as denial of service, XSS injection and CRRF attack prevention.
The ability to research and add user rules to be processed along with vendor-provided ones is important, since every
company has its own security policy and, therefore, the web application firewall should provide security engineers with

ways to tweak its rules fo reflect the security policy more precisely.

This research is based on broad practical experience of integrating web application firewalls into the security
landscape of various organizations, their administration and customization. We illustrate our research into available
filtering mechanisms and their implementations with exemplary product features by market leaders.
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Introduction

owadays, many companies and businesses have
an information security policy which assumes
remote access to their information resources
(calculation powers, cloud services, data storage). By
saying «remote access», we mean access over the Inter-

net. This could be made through letting all Internet us-
ers gain certain types of access to resources or through
letting only identified corporate users remotely use the
company’s resources. Direct access to information re-
sources is both inconvenient for users and comparably
insecure because of the lack of a single access point
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which hinders security policy implementation. The so-
lution is well-known and it is called Application Serv-
ers, or application-layer intermediate nodes. External
users gain access to these nodes using the regular web
browser, interact with unified interface and put que-
ries to it. These queries are afterwards translated by the
Application Server into more specific queries to inter-
nal information resources and, after getting a response
from these resources, the Application Server transforms
them into an easy-to-understand view and shows it to
the external user in his/her web browser. The scheme is
transparent and, once all components are installed and
set up, has predictable and controllable technical sup-
port expenses. Information security breaches often lead
to increased technical support expenses. In these terms,
to gain control over technical support funds the com-
pany management must be sure that the security level of
the single access point — the web application — is high
enough to prevent malicious attempts at access and use
of company data from getting through the Application
Server to the data hosting infrastructure. There are na-
tional [1, 2], industry branch [3, 4] and corporate [5, 6]
standards of writing secure web applications. Applica-
tion development in accordance with these standards is
a labor-intensive, expensive and hard-to-scale proce-
dure. It does not guarantee safety of the result if soft-
ware developed by a third party is applied. Information
security officers need a versatile and configurable tool
to control traffic flowing through the web application
server and it must be able to prevent data endpoints and
the application server itself from receiving and process-
ing maliciously crafted traffic and queries.

Web application firewalls present a solution for the
problem described. There are numerous vendors offer-
ing a variety of products who claim their products have
all the mechanisms needed to provide security on top of
standard web application rules. Speaking of Web applica-
tion firewalls (WAF), people often become confused be-
cause of the different associations they have in mind on
what features such a specific tool should contain. Even
key functions of WAF are sometimes misunderstood. In
this research, we would like to introduce a WAF’s typical
functionality and the defense mechanisms that are es-
sential for WAF in the modern state of the industry. The
research is based on practical experience of integrating
WAPFs of different vendors into existing company infor-
mation infrastructures.

First of all, we will define a list of the defense mecha-
nisms for a WAF which must be present. We will describe
every mechanism, its features and how it works. To illus-
trate the way some mechanisms function, we will make
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comparisons of their implementation for different WAF
vendors. As examples, we will mainly focus on solutions
from leaders in the area their solutions prove to be quite
representative (for more about WAF market leaders see
[7]). The question of «<which WAF is the best» has no an-
swer, and we have chosen these vendors just to highlight
variations of implementation of a single product ideol-
ogy in different practices.

Let’s list the most necessary defense mechanisms for
any WAF:

4 protocol check;

4 signature analysis;

4 machine learning of access identifier formats;

4 injection and XSS protection (mostly proprietary);
4 user-defined rules of illegitimate queries detection;
4 «denial of service» attack prevention;

4 integration of the information security landscape.

We will now go through all of these mechanisms and
explain their capabilities.

1. Protocol check

Protocol check is a passive protection mechanism
against potential threats exploiting non-typical use of
HTTP protocol features. Firstly, it involves HTTP head-
er check for compliance with RFC. But RFC doesn’t
have all the rules and restrictions to ensure security of
the traffic and vendors invent their own restrictions that,
of course, do not interfere with the work of legitimate
users, once implemented.

Protocol check is one of the primary mechanisms. Its
main role is to leave the intruder as few opportunities as
possible to exploit possible internal vulnerabilities. The
HTTP transactions are limited through the following
checks:

<> RFC requirements;

<> header and parameter’s length and number;
<> time limits;

<> JSON and XML entity checks;

<> illegal values detection.

2. Signature analysis

Signature analysis is one of the eldest technologies
of ensuring the security of applications. It is still widely
used and its effectiveness is proven through the number
of devices and solutions based on it (e.g. antivirus soft-
ware, classic firewalls, spam-filters).



Modern trends in the evolution of information se-
curity threats show that nowadays the majority of in-
truders do not develop their own maliciously-oriented
software. During a typical attack, a malefactor applies
ready-to-use hacking means previously created by a
third party (for examples see [8]. Moreover, the usage
intensity for these means is so high that public web ap-
plications suffer automated attacks nearly all the time.
Theoretically, mechanisms involving a machine learn-
ing process that creates a normal behavior model can
render signature analysis useless. Based on this fact,
some WAF vendors do not rely fully on the signature
analysis mechanism in their products and do not in-
vest much in signature update procedures (for example
instead of analyzing User-Agent and other signature-
based methods, Wallarm WAF implements behavioral
fingerprinting schemes to determine the tools used in
the attack [9]).

But practice shows that in some cases this protection
mechanism is irreplaceable. For example, during the
machine learning period signatures prove to be very use-
ful due to the fact that they ensure a «clean» data en-
vironment for anomaly-detection software. They also
ensure the overall security level for the leaning period.
Because of this, a decent WAF solution must have a wide
and relevant signature database applicable for all types of
web applications.

3. Machine learning

Machine learning of access identifier formats is one
of the key features for products of WAF-class. The main
concept here is creation of a normal behavior model
based on URL, parameters and cookies. Once a model is
created and tested, the comparison of live traffic against
it could prevent both known and unknown vulnerabili-
ties from being exploited. Let’s try to estimate the effi-
cacy of machine learning.

It must be said, that the technology’s efficiency is hard
to estimate by means of a mathematical statistical algo-
rithm because the algorithm is usually proprietary and is
not disclosed by solution producers. Live traffic imita-
tion poses certain difficulties as well.

Nonetheless, we are able to compare the following
features of the algorithms:

4 flexibility of learning parameters;
4 resulting data optimization.

In a solution from F5, for example, for every web ap-
plication being protected a profile is created. This profile
specifies the beginning and ending of learning thresh-

olds. There is a possibility to list an interval of trusted IP
addresses. It is very important, since queries from such
IP addresses would represent an invaluable contribution
to a concept of the normal traffic model. As for machine
learning improvement, the replies from web applications
are also analyzed: the parameters used in reply forms are
more trusted for WAF than those created by a remote
client.

This functionality is more «boxed» when speaking
of Imperva’s solution. The only parameterized value
is the query learning time limit. By default, it is set to
240 hours for all web applications. This means that af-
ter 240 hours of learning process of an object (applica-
tion), the object is treated as «learned.» All the queries
from now on will be compared in relation to the normal
model.

The resulting data optimization is a vital process. The
need to perform it is raised when the normal model is
not formed correctly or the web application being pro-
tected has been modified by its developers. Most WAF
products support this feature to be performed by hand
(it is called «manual object adjustment»). Some of them
provide users with automatic object adjustment.

Usually automatic measures here are implemented
through a mechanism of tracking changes. It monitors
the number of false positive events generated by the
model. For example, for the WAF by F3, if 5 different
users in a 5 minute time interval performed the same
violation, the object is switched to re-learning state.
Another example used in the Imperva solution tracks
the number of typical model violations per 12 hours. If
the number is higher than 50 for every hour throughout
a 12-hour interval, the object is rendered «unlearned».

4. Injection
nd XSS protection

Positioned between the web application server and
the outer network environment, WAF as a security tool
has an opportunity to «comprehend» the traffic going
through it, analyze it and check it for compliance with
security rules. Injection attacks take place in cases where
the web application sends unchecked (or not sufficiently
checked) data taken from client’s query to a neighbor-
ing system’s command interpreter. Neighboring systems
here could be databases, the operating system, LDAP-
server, XPath interpreter and many others. This query
transmission allows malefactors to manipulate adjacent
functional systems.

Injection prevention is achieved through application
of the following mechanisms:
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<> tokenization. Using a finite automaton, the query
is parsed and the target system's tokens are detected.
When certain (previously defined in WAF parameters)
tokens are found, the query is treated as potentially
dangerous;

<> web application response control. Here the search
is performed in service information of the target sys-
tem’s response. The information that could appear only
in case of incorrectly processed output is searched for.
When this data is detected in the web application’s re-
sponse, the whole response is considered dangerous and
is not carried through the WAF;

<> signature analysis. A signature group is created in
the WAF’s internal storages. Each signature describes
a case of a target system’s manipulation attempt. If a
sample in traffic contains the signature’s data, the cor-
responding query is considered illegitimate.

The other threat is cross-site scripting (XSS) attempts.
This becomes possible if a web application’s response
uses client-provided data without doing proper checks
on this data. XSS allows the malefactor to steal client
session identifiers, make web page defaces and re-route
clients to arbitrary information resources. To detect
XSS, the following techniques are applied:

e tokenization. Using a finite automaton, the query is
parsed in order to search for declarative programming
language tokens. If tokens valid for a programming lan-
guage syntax are found, the current client query is de-
clared potentially dangerous;

e content security policy (CSP) integration. A com-
parably new approach in information security: the CSP
header defines for each web application response the
possible resource sources which can be used to con-
struct the page being displayed by the client’s browser.
The main difficulty: complexity of manual description
of CSP rules. Some WAFs have techniques for CSP rules
to be auto-created;

e response analysis. The response’s content is matched
to the data received from the client. If the data matches
for the query-reply pair, the data transaction is declared
illegitimate;

e web application response is injected with special
Javascript code intended for page display control in the
client's browser. This technique is most effective at de-
tecting DOM-based XSS attempts;

e signature analysis. A signature group is created in the
WAF's internal storage. Each signature describes a case
of an XSS attempt. If a sample in the traffic contains the
signature’s data, the corresponding query is considered
illegitimate.
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5. User-defined rules of detecting
illegitimate queries

WAF is an information security tool that is used «on
top» of the protected server. It has a wide potential of
features to analyze queries that go through it. Its capa-
bilities, therefore, are:

4 decryption;

4 normalization;

4 parsing;

4 session control;

4 traffic inspection;

4 security policy checks;
4 data leakage check.

These capabilities could be applied not only within the
hard-coded mechanisms of WAF, but are presented to
the information security administrator to form new, us-
er-defined security rules. This could be useful when new
security instructions are introduced in the information
systems. Another case is adding new rules to prevent vul-
nerabilities detected during the information security au-
diting session. Moreover, when there is a need to define
user logic from scratch and reflect it in website partitions
access restriction, there is little to be done without user-
defined security rules on WAF.

Generally, this mechanism’s scenarios of usage are
limited only by the toolset provided by WAFE. Let’s go
through some examples of implementation.

The WAF product by F5 offers integrated programming
language to define user rules. The scope of potential func-
tions for this tool is huge, but it comes at a price: high com-
petency requirements for the WAF administrator. Obvious
difficulties could occur as well while implementing protec-
tion mechanisms requiring prompt intervention.

Toolset, offered by Imperva in their WAF, is sufficient-
ly different from F5’s. User rules here are generated by
combining and correlation of a criteria set. The criteria
amount totals about forty.

Doubtless, this kind of implementation provides far
lower flexibility, particularly when speaking of bypassing
traffic influence capabilities. However, these limitations
are recouped by the relatively low threshold of compe-
tence for security administrators to manage the WAFE

6. «Denial of service»
attack prevention

Ensuring availability of a protected resource is a task
with the same importance level as data confidentiality



and integrity maintenance. Sometimes this task is even
more important for systems sensitive to constant feed-
back to user (emergency control, payment processing,
etc.). There is a prejudicial opinion that denial of service
attacks should be handled at layers lower than the ap-
plication level according to the ISO/OSI model. Never-
theless, WAF, acting at the application layer, offers inter-
esting methods of prevention for this type of malicious
activity.

WAF possesses a bot detection mechanism that is ca-
pable of telling whether there is a human operating a cli-
ent machine or there is an automaton generating queries
directed at a protected resource. Blocking automated
machines hinders botnets’ denial of service attack par-
ticipation. This is reached through injection of a special
javascript in the web application’s replies to the client.
The client must answer an easy question for WAF to
draw a conclusion if there is a human-operated remote
machine, or not.

Let’s walk through other denial of service attack
prevention mechanisms available in WAFs. First of
all, WAF detects nodes involved in the attack. After
this, reaction measures are applied to these nodes. A
denial of service attack is defined based on queries per
second or time required by the web-server to reply.

A query volume control mechanism works as fol-
lows. The last minute’s statistics on number of queries
are compared to the last 5 minutes’ statistics. If the first
value is higher than 5 times the second value (or if the
first value has reached a previously defined level), active
reaction measure performing mechanisms are enabled.
Here, both statistics for every URL and IP-address are
taken into account.

Turning to the web application time-to-reply control-
ling mechanism, it works the same way as the query vol-
ume control mechanism. Here the average delay for a
query is analyzed and its ratio against 5-minute historic
time interval is monitored.

As a result of any of these mechanisms’ work, the
WAF can enable one of the following attack response
measures, thereby decreasing the attack’s success
chances:

<> replies of web application are injected with a «proof
of reply processing» Javascript-task, thus, slowing le-
gal and illegal query sources. Nevertheless, we leave an
availability window for an ensured number of users;

<> the user and web-application interaction process is
interrupted with a popup window containing «captcha»-
trial. After the trial is completed, the session is consid-
ered to be with a «<human»;

<> bandwidth limitations for clients sending queries
to the information resource being attacked are ap-
plied.

7. Integration of the information
security landscape

An information security solution’s efficiency is mul-
tiplied if different security software and hardware tools
are interconnected. It is therefore important that prod-
ucts like WAF have wide integration capabilities to «un-
derstand» other security products and solutions and use
data, generated by them to enhance its own security
functions. Nowadays WAFs can be combined with the
following system and services:

4 vulnerability scanners;

4 security information and event management sys-
tems;

4 reputation services;
4 fraud prevention services.

It seems that the most fruitful connection here is a
vulnerability scanner data exchange. A function called
«virtual patching» is implemented through this data
exchange. It automates application security control:
a scanner uncovers vulnerabilities and makes a report.
Based on the information in the report, the WAF forms
rules to block activity aimed at exploiting the newly-
found vulnerability.

Information security incident control systems are a
key point of information security efficacy for many large
businesses. Using WAE it becomes possible to take into
account and correlate the events generated by web ap-
plications to events from other information and security
systems.

Reputation services are specialized in revealing sus-
picious IP-addresses among those from the global IP-
address pool. The database contains addresses of TOR
endpoints, anonymous proxy servers, phishing and
spam-generating nodes. The base also holds messages
from the community participants on addresses violating
their own security policies.

Fraud prevention systems are used by WAF to ensure
that the client-server data exchange is not interfered
with by third parties and that the client is not subject to a
malware attack. WAF could use fraud prevention servic-
es to check that remote clients are «clean» and therefore
raise the overall security level and lower the risks of scam
and fraud operations.
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Conclusion

Web application firewalls are a new product on the
market in relation to traditional firewalls and anti-virus
software. We have indicated the most-important fea-
tures WAFs provide to information security engineers.
With many vendors offering different WAF solutions
on a broad market, understanding the WAF core func-
tions and mechanisms is crucial to anyone who wants

to build an even and balanced information security
landscape in a company. Apart from these core func-
tions and algorithm implementations, every solution
possesses additional capabilities and offers new meth-
ods of ensuring web application information security.
We intend to cover these methods and make a compari-
son of the most advanced products on the WAF market
in our next article. m
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