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Abstract—The strongly NP-hard scheduling problem of minimizing the maximum lateness on one
machine subject to job release dates is under study. We present a general scheme of approximation
solution of the problem which is based on searching for a given problem instance another instance,
closest to the original in some metric and belonging to a known polynomially solvable class of
instances. For a few concrete variants of the scheme (using different polynomially solvable classes
of instances) some analytic formulas are found that make it possible, given a problem instance, to
compute easily an upper bound on the absolute error of the solution obtained by a chosen scheme.
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INTRODUCTION

A family of jobs N = {1, 2, . . . , n} must be processed on one machine. Preemption and simultaneous
processing of several jobs at a time are not allowed. For each j ∈ N its release date rj (the minimum
possible starting time of the job), the processing time pj � 0, and a due date dj for its completion time
are specified.

A schedule S is defined by a family S = {sj | j ∈ N} of the job starting times. A schedule S is called
feasible if sj(S) � rj for all j ∈ N and the intervals (sj′(S), sj′(S) + pj′) and (sj′′(S), sj′′(S) + pj′′)
do not overlap for any two jobs j′ �= j′′. The completion time of j ∈ N in S is denoted by cj(S).
Clearly, cj(S) = sj(S) + pj . The lateness cj(S) − dj of job j ∈ N in S is denoted by Lj(S), while
Lmax(S) = maxj∈N Lj(S) stands for the maximum job lateness in S. The problem is to find a feasible
schedule S∗ providing the minimum value to the maximum job lateness.

This problem is usually denoted by 〈1 | rj | Lmax〉 [5]. Algorithms for its solution can be used for
solving other scheduling problems, for instance, job shop problem [1] and the problems of minimizing
the weighted number of late jobs on a single machine [14].

Intensive work on elaborating the methods of solution for this problem is performed since the early
50s of the last century. As shown in [13], Problem 〈1 | rj | Lmax〉 is strongly NP-hard. A series of
polynomial time solvable cases of the problem was found, starting with the earliest result of [8] for
the case rj = 0, j ∈ N , where the sequence defined by the EDD-rule (“the job with the earliest due
date is the first”) turned out optimal. Problems 〈1 | prec, rj | Lmax〉, 〈1 | prec, pj = p, rj | Lmax〉, and
〈1 | prec, rj, pmtn | Lmax〉 with precedence constraints for job processing were considered in [2, 12, 18].
An algorithm with polynomial running time O(n2 log n) was proposed in [7] for the special case with the
property maxi(di − ri − pi) � mini(di − ri). Another pseudo-polynomial time algorithm for the NP-
hard case when the release dates and due dates are numbered in the opposite order (d1 � · · · � dn and
r1 � · · · � rn) was designed by Lazarev and Shulgina in [11].

The most frequently used exact method of the Branch-and-Bound type is the algorithm due to
Carlier [4]. The method proved to be good enough for large scale instances. Other exact methods for
this problem were considered in [3, 9, 15].
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A SCHEME OF APPROXIMATION SOLUTION 469

Some of the published papers describe approximation algorithms with ratio performance guarantees.
Potts [17] presented an iterative version of the extended Jackson’s rule (IJ) and proved its performance
ratio Lmax(SIJ)/L∗

max � 3/2. Hall and Shmoys [6] proposed a modified iterative version (MIJ) with ratio
performance guarantee Lmax(SMIJ)/L∗

max � 4/3. They also presented two approximation schemes that
for any ε > 0 guaranteed an ε-approximation in time O(n log n + n(1/ε)O(1/ε2)) and O((n/ε)O(1/ε))
respectively. Mastrolilli [14] designed an improved approximation scheme with running time O(n +
(1/ε)O(1/ε)). There are known also several polynomial time algorithms with absolute performance
guarantee

Lmax(S) − L∗
max � pmax

.= max
j∈N

pj.

In this paper we propose an original approach to searching for approximation solutions with worst
case absolute performance guarantees. The core idea of our approach consists in finding for a given
instance A another instance C (with the same number of jobs) which, first, belongs to a known
polynomially solvable class of instances and, second, is the nearest to instance A (in a certain metric
ρ(A,C)) among all instances of the class. Having applied the polynomial time algorithm to instance C,
we find its optimal sequence of jobs and apply it to the original instance A as an approximation solution
with an absolute error at most the distance ρ(A,C) between instances A and C.

Thus, the article presents an effective combination of the two classical approaches to solving NP-
hard problems: 1) designing approximation algorithms and 2) searching for efficiently solvable special
cases. Up to our knowledge, such a combination of these two approaches is proposed for the first time.

The scheme of the paper is as follows: Section 1 introduces the basic notation and definitions. In
Section 2 a formula is derived which estimates the absolute variation of the optimum under a given
modification of such problem parameters as release dates and due dates (provided that job processing
times are fixed). Section 3 describes a general scheme of searching for approximation solution for a given
problem instance. Subsections 3.1 and 3.2 address certain variants of the scheme based on two different
polynomial time solvable cases of the problem. In both variants, an absolute error of the solution obtained
is estimated in terms of the job parameters of a given instance. Finally, in the conclusion we formulate
the main results of the article and propose further promising research directions.

1. NOTATION AND DEFINITIONS OF BASIC NOTIONS

In this section we introduce some basic notation and definitions to be used in the paper.

LA
j (S) and cA

j (S) will stand for the lateness and completion time of job j ∈ N in S for a given

instance A with problem parameters {rA
j , pA

j , dA
j }, j ∈ N . Respectively, LA(S) = maxj∈N LA

j (S) will
denote the maximum job lateness in a schedule S for a given instance A.

Definition 1. Given a problem instance A, each permutation π of jobs in N uniquely defines the early
schedule SA

π . In an early schedule each job j ∈ N starts processing at the earliest possible time: either at
its release date rA

j or right after the completion of the previous job in the corresponding sequence. Thus,

for an arbitrary permutation π = (j1, . . . , jn), the corresponding early schedule SA
π = {sj | j ∈ N} is

defined as:

sj1 = rA
j1 , sjk

= max{sjk−1
+ pA

jk−1
, rA

jk
}, k = 2, . . . , n.

In all our constructions the early schedules play an exclusive role, since the optimal schedule of any
instance is contained in the set of early schedules.

πA and SA will denote the optimal sequence and optimal schedule of an instance A. For optimal
schedules, we deal only with early schedules, assuming thereby that SA = SA

πA .

Π(N) will denote the set of all permutations of jobs in N .

Definition 2. Given an instance A with job set N , we say that an instance B on the same job set
inherits a parameter x from A, if xB

j = xA
j for j ∈ N .
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Definition 3. An instance Q = {(rQ
j , pQ

j , dQ
j )|j ∈ N} is inverse to an instance

P = {(rP
j , pP

j , dP
j ) | j ∈ N},

if for all j ∈ N we have

rQ
j = −dP

j , pQ
j = pP

j , dQ
j = −rP

j .

The permutation π′ = (in, in−1, . . . , i1) is called inverse to a permutation π = (i1, . . . , in). The sched-
ule S′ = {s′j | j ∈ N} is called inverse to a schedule S = {sj | j ∈ N}, if s′j = −sj − pj for all j ∈ N .

It is easily seen that the notion of inversion is symmetric, i.e., if an object X is inverse to Y then Y is
inverse to X. In particular, the processing intervals Ij and I ′j of job j in two mutually inverse schedules
S and S′ are symmetric with respect to the origin.

Definition 4. Given an instance V = {(rV
j , pV

j , dV
j ) | j ∈ N}, its feasible schedule S is called fully

feasible, if each job j ∈ N is processed within its due interval [rV
j , dV

j ].

Furthermore, Δ = Δ(V, S) will denote the minimum amount (possibly, negative) that should be
added to all due dates of jobs of instance V so as given feasible schedule S became fully feasible. Clearly,
Δ(V, S) = LV (S).

Definition 5. Given instances A and B, we define the following functions:

ρd(A,B) = max
j∈N

{dA
j − dB

j } + max
j∈N

{dB
j − dA

j }

ρr(A,B) = max
j∈N

{rA
j − rB

j } + max
j∈N

{rB
j − rA

j }

ρ(A,B) = ρd(A,B) + ρr(A,B).

It can be easily checked that ρ(A,B) meets all metric properties, and so it can be used for measuring
a distance between instances A and B.

2. THE ABSOLUTE ERROR OF AN APPROXIMATE SOLUTION

Lemma 1. Suppose that an instance B inherits from an instance A release dates and process-
ing times of jobs. Then for any feasible (for both instances) schedule S we have

LB(S) − LA(S) � max
j∈N

{dA
j − dB

j }. (1)

Proof. Given i ∈ N , we have

LA(S) + max
j∈N

{dA
j − dB

j } � ci(S) − dA
i + dA

i − dB
i = ci(S) − dB

i .

Therefore,

LA(S) + max
j∈N

{dA
j − dB

j } � max
i∈N

(ci(S) − dB
i ) = LB(S).

Lemma 1 is proved.

Lemma 2. Suppose that an instance B inherits from an instance A release dates and process-
ing times of jobs. Then

0 � LA(SA
πB ) − LA(SA) � ρd(A,B).
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Proof. Substituting SA for S in (1), we obtain

LA(SA) + max
j∈N

{dA
j − dB

j } � LB(SA) = LB(SB
πA). (2)

By trading the places of notations of A and B in (1), we obtain

LB(SB) + max
j∈N

{dB
j − dA

j } � LA(SA
πB ). (3)

By the definition of SB, we have

LB(SB
πA) � LB(SB). (4)

Now it follows from (2)–(4) that

LA(SA) + max
j∈N

{dA
j − dB

j } � LA(SA
πB ) − max

j∈N
{dB

j − dA
j }

or LA(SA) + ρd(A,B) � LA(SA
πB) � LA(SA). Lemma 2 is proved.

Since ρd(A,B) = ρd(B,A), by trading the places of A and B, we obtain from Lemma 2

Corollary 1. ρd(A,B) � LB(SB
πA) − LB(SB) � 0.

Lemma 3. Let V and W be mutually inverse instances with job set N , and let π and π′ be
mutually inverse permutations from Π(N). Then LV (SV

π ) = LW (SW
π′ ).

Proof. Let Δ = Δ(V, SV
π ). Since SV

π is fully feasible for V (Δ); the schedule S′, inverse to SV
π , is fully

feasible for the instance W ′ inverse to V (Δ). This means that LW ′
(S′) � 0. Note that the instance W ′

differs from the instance W (inverse to V ) in that all rj are decreased by Δ. So, if we shift a schedule S′

to the right by Δ, the schedule S′′ obtained will be feasible for W , with LW (S′′) � Δ = LV (SV
π ). Since

the jobs are sequenced in S′′ by π′, we have LW (SW
π′ ) � LW (S′′) � LV (SV

π ).

By trading the places of V and W , as well as π and π′, we will obtain the inverse inequality
LV (SV

π ) � LW (SW
π′ ). This implies the equality LV (SV

π ) = LW (SW
π′ ). Lemma 3 is proved.

Corollary 2. If a permutation π is optimal for an instance V then the inverse permutation π′ is
optimal for the instance inverse to V .

Lemma 4. Suppose that an instance C inherits from an instance B processing times and due
dates. Then

0 � LB(SB
πC ) − LB(SB) � ρr(B,C).

Proof. Consider two instances E and F with parameters rE
j = −dB

j , pE
j = pB

j , dE
j = −rB

j and rF
j =

−dC
j , pF

j = pC
j , dF

j = −rC
j inverse to B and C. Let πE and πF be the permutations inverse to πB

and πC . Then by Corollary 2 the permutations πE and πF are optimal for the instances E and F . By
Lemma 2,

ρd(E,F ) � LE(SE
πF ) − LE(SE) � 0.

By Lemma 3, we have LB(SB) = LE(SE) and LB(SB
πC ) = LE(SE

πF ). Hence,

ρd(E,F ) � LB(SB
πC ) − LB(SB) � 0. (5)

But we have

ρd(E,F ) = max
j∈N

{dE
j − dF

j } + max
j∈N

{dF
j − dE

j } = max
j∈N

{rC
j − rB

j } + max
j∈N

{rB
j − rC

j } = ρr(B,C),

which together with (5) implies Lemma 4.
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Theorem 1. Suppose that an instance C inherits the job processing times from A. Then

0 � LA(SA
πC ) − LA(SA) � ρ(A,C).

Proof. The inequality 0 � LA(SA
πC ) − LA(SA) follows directly from the optimality of SA for A. Let us

prove that LA(SA
πC ) − LA(SA) � ρ(A,C).

Consider the instance B with job parameters rB
j = rA

j , pB
j = pA

j = pC
j , dB

j = dC
j and its optimal

schedule SB . By Lemma 4,

LB(SB
πC ) − LB(SB) � ρr(B,C) = ρr(A,C). (6)

By the optimality of the sequence πB for B, we have

LB(SB) � LB(SB
πA). (7)

By Lemma 1, for the instances A and B and the schedules SA
πC = SB

πC and SB
πA = SA

πA = SA we obtain

LA(SA
πC ) − LB(SB

πC ) � max
j∈N

{dB
j − dA

j }, (8)

LB(SB
πA) − LA(SA) � max

j∈N
{dA

j − dB
j }. (9)

Summing up (6)–(9), we obtain

LA(SA
πC ) − LA(SA) � ρr(A,C) + ρd(A,B) = ρr(A,C) + ρd(A,C) = ρ(A,C).

Theorem 1 is proved.

Corollary 3. 0 � LC(SC
πA) − LC(SC) � ρ(A,C).

The result of Theorem 1 can be applied to Problem 〈1 | rj | Lmax〉 in conditions of uncertainty of
release and/or due dates of jobs. Suppose that for a given instance A we somehow found an optimal job
sequence πA, after which a new information on the values of the parameters {rj , dj} was received (while
job processing times remained unchanged). Let C denote the new instance. The question arises: What is
the quality of the solution obtained by applying the sequence πA to the instance C? Corollary 3 enables
us to bound the absolute error of such solution by the distance ρ between the instances A and C.

Another application of Corollary 3 is related to elaboration of efficient approximation algorithms for
the NP-hard problem 〈1 | rj | Lmax〉. The general scheme of the approximate solution based on the
algorithms elaborated for special polynomially solvable cases of our problem is considered in the next
section together with different variants of application of this scheme.

3. A SCHEME OF APPROXIMATE SOLUTION

The general idea of approximate solution of Problem 〈1 | rj | Lmax〉 consists in performing the
following two steps: At the first step, given an instance A, we find a transformation of its parameters
rA
j , dA

j such that the obtained instance C with job parameters rC
j , pC

j = pA
j , dC

j would belong to a given
polynomial time solvable class of instances of the original (NP-hard) problem. At the second step, to find
a solution for the instance C, we apply the known algorithm capable of solving the class of instances in
polynomial time. After that, it remains to apply the job sequence found by the algorithm to constructing
an early schedule for instance A.

By Theorem 1, the absolute error of such solution cannot be greater than the distance ρ(A,C)
between instances A and C. It is clear that the minimum bound on the error of such solution will be
guaranteed in the case when at the first step of this scheme an instance C is found that minimizes the
value of ρ(A,C). Thus, given an instance A of the problem under study, its approximate solution reduces
to searching for another instance C belonging to a given class of instances C (known to be polynomially
solvable) and being the nearest one to A among all instances in C.
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A SCHEME OF APPROXIMATION SOLUTION 473

Consider the case when a polynomial time solvable class of instances of our problem is defined by
a system of linear inequalities of the following type:

A ∗ RC + B ∗ PC + C ∗ DC � H (10)

(under the constraints pC
j � 0, j ∈ N ), where

RC = (rC
1 , . . . , rC

n )T , PC = (pC
1 , . . . , pC

n )T , DC = (dC
1 , . . . , dC

n )T ,

A, B, and C are matrices of size m × n and H = (h1, . . . , hm)T is an m-dimensional vector (the
upper index T is used here to denote the transposed matrix). Then to find in such class of instances
the particular instance C minimizing the distance ρ(A,C) (for a given instance A), it is sufficient to
solve the following linear program: Find

min (xd − yd + xr − yr) (11)

under the constraints

yd � dA
j − dC

j � xd, yr � rA
j − rC

j � xr,

pA
j = pC

j , j ∈ N,

A ∗ RC + B ∗ PC + C ∗ DC � H.

(11a)

Of course, while using in the general reduction scheme some concrete polynomially solvable classes
of instances, it is desirable to use most efficient algorithms of minimizing ρ(A,C). To this end, while
solving (11a), one should maximally take into account the specificity of the system resulting from the
specificity of the matrices A, B, C, and H .

For instance, in the special case [1], when dj − rj − pj = 0, j ∈ N , in the system of linear inequali-
ties (10) the matrices A, B, C, and H are specified as follows:

A = B = (I ⊕ (−I))T , C = ((−I) ⊕ I)T , H = (h)T ,

where I is the identity matrix of size n, while h is the 2n-dimensional zero vector and A ⊕ B denotes
the concatenation of a matrix A of size l × p and a matrix B of size l × q.

For another illustration, let us consider the class C of instances of Problem 〈1 | rj | Lmax〉with dj = δ,
j ∈ N , where δ is a constant. To obtain the optimal schedule S′ for an arbitrary instance C ∈ C, it is
sufficient to sequence the jobs in nondecreasing order of their release dates. The schedule S′ can be
found in O(n log n) time. To reduce an arbitrary instance A of our problem to C ∈ C, it is sufficient to
equalize all due dates to some constant δ. Let us formulate a linear program similar to (11)–(11a) for
finding the instance C with the minimal distance ρ(A,C). Find

min (xd − yd) (12)

subject to

yd � dA
j − δ � xd, j ∈ N. (12a)

The solution of the linear program (12)–(12a) is an arbitrary value of δ, and xd, yd such that
xd − yd = maxj∈N dA

j − minj∈N dA
j , i.e., the distance ρ(A,C) for a given instance A is the same for

any instance C ∈ C, and the absolute error of S′ in any case cannot be larger than the difference between
the maximum and minimum due dates of jobs of A.

The third example of a polynomially solvable class of instances that can be written as a linear system
of the type (10) is the class defined by Hoogeveen [7] (let us call it a Hoogeveen class). An instance
C = {(rC

j , pC
j , dC

j ) | j ∈ N} belongs to the Hoogeveen class, if there is a constant β such that for each
job j ∈ N we have

dC
j − rC

j − pC
j � β � dC

j − rC
j . (13)

Note that it is sufficient to consider the class defined by this property with β = 0. Indeed, if for a given
instance A we found an instance C belonging to the Hoogeveen class with β �= 0, then instead of it we
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could take the instance C ′ obtainable from C by decreasing all dj by β. At that, C ′ will belong to the
Hoogeveen class with β = 0, and ρ(A,C) = ρ(A,C ′).

The Hoogeveen class with β = 0 can be defined by the inequalities

dC
j − rC

j − pC
j � 0, −dC

j + rC
j � 0, j ∈ N, (14)

which, evidently, can be easily written in the form of (10).
Some other variants of application of the above-described general scheme not based on the solution

of a linear program of the type (11)–(11a) are considered in the following subsections.

3.1. A Variant of the Scheme Based on the L-Class of Instances
Let us consider the polynomially solvable class L of instances of Problem 〈1 | rj | Lmax〉 proposed by

Lazarev [10].
We say that an instance C = {(rC

j , pC
j , dC

j ) | j ∈ N} belongs to class L, if there exists a numbering
of jobs {1, 2, . . . , n} such that

dC
1 � · · · � dC

n ; ΔC
1 � · · · � ΔC

n , (15)

where ΔC
j = dC

j − rC
j − pC

j denotes the float time of job j.
Given A, let us define the function

ρL(A) = max
i,j∈N

ρL
ij(A), (16)

where

ρL
ij(A) = min{dA

j − dA
i ,ΔA

j − ΔA
i }. (17)

It can be easily seen that ρL(A) � 0 for each A (for example, ρL
ij(A) = 0 for i = j); at that, ρL(A) = 0,

if and only if A belongs to L.
The exact solution for any instance of Problem 〈1 | rj | Lmax〉 from the class L can be obtained in

time O(n3 log n) [10].
Suppose, we are given an instance A not belonging to class L. Let us apply to it the above-described

scheme of approximate solution as follows: We reduce A to some instance C that inherits from A the job
processing times and belongs to class L. Note that the class L cannot be written by means of a linear
system like (10), since it is not a convex polyhedron in 3n-dimensional parametric space. For instance, as
follows from (15), in the case that pj ≡ const it represents a family of n! cones whose union is not convex.
That is why while implementing the general scheme with class L, we apply a nonstandard approach at
the first step of the scheme.

The following theorem enables one to find an instance C of class L which provides the minimum to
the distance ρ(A,C).

Theorem 2. For any instance A of Problem 〈1 | rj | Lmax〉 and any instance C ∈ L that inherits
the job processing times from instance A, the following bound on the distance between A and C
is valid:

ρ(A,C) � ρL(A). (18)

Bound (18) is attainable at some instance C that can be found in O(n log n) time.

Proof. For each C ∈ L the parameters of every two jobs i, j ∈ N satisfy one of the following inequalities:

dC
i − dC

j � 0 (19)

or

ΔC
i − ΔC

j � 0. (20)

If (19) holds for jobs i, j then from the definition of the distance ρ(A,C) and (17) we derive

ρ(A,C) � ρd(A,C) � (dA
j − dC

j ) + (dC
i − dA

i ) � dA
j − dA

i � ρL
ij(A). (21)
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A SCHEME OF APPROXIMATION SOLUTION 475

Alternatively, if (20) holds for jobs i, j then (17), (20), and the definition of the metric ρ(A,C) imply

ρ(A,C) � (dA
j − dC

j ) + (dC
i − dA

i ) + (rC
j − rA

j ) + (rA
i − rC

i )

= (dA
j − rA

j − pj) − (dC
j − rC

j − pj) + (dC
i − rC

i − pi) − (dA
i − rA

i − pi)

= ΔA
j − ΔC

j + ΔC
i − ΔA

i � ΔA
j − ΔA

i � ρL
ij(A). (22)

The desired bound (18) follows from (21), (22), and (16):

ρ(A,C) � max
i,j∈N

ρL
ij(A) = ρL(A).

To prove that (18) is attainable at some instance C of class L, we construct an instance C that inherits
from A the processing times and release dates of jobs. Once the parameters pj and rj do not differ in A
and C, we will denote them without the upper indices A or C.

Let us number the jobs of instance A by nondecreasing rj + pj :

r1 + p1 � · · · � rn + pn. (23)

We define the increasing sequence of dividing indices j0 < j1 < · · · < jK = n as follows:

j0 := 0; k := 0;

while jk < n do {k := k + 1; jk := max arg min
{j | jk−1<j�n}

dA
j }. (24)

It can be easily seen that

dA
j1 < dA

j2 < · · · < dA
jK

. (25)

Put

dC
j =

⎧
⎨

⎩

dA
j1

, for j � j1,

min{dA
jk

, dA
j − ΔA

j + ΔC
jk−1

}, for jk−1 < j � jk, k > 1.
(26)

Let us prove that the so-defined instance C belongs to L. To this end, we first prove the following
inequalities by induction on k = 1, . . . ,K:

dC
j � dA

j (j � jk); (27)

dC
i � dC

j (i < j � jk); (28)

ΔC
i � ΔC

j (i < j � jk). (29)

The induction base.
Let k = 1. For any j � j1, we have dA

j1
� dA

j by (24), while dC
j = dA

j1
by (26), which implies (27).

At that, for any i and j such that i < j � j1, inequality (28) holds as equality (due to (26)), while (29)
follows from the relations:

ΔC
i = dC

i − ri − pi
from (26)

= dA
j1 − ri − pi

from (23)
� dA

j1 − rj − pj
from (26)

= dC
j − rj − pj = ΔC

j .

The induction step.
Assume that (27)–(29) are valid for k = k′ − 1 < K. Let us prove them for k = k′.

For all j (jk′−1 < j � jk′), we can derive dC
j � dA

jk′
� dA

j from (26) and (24), which implies (27) by
the induction hypothesis.

To prove (28) and (29), by the induction hypothesis, it is sufficient to consider the following variants
of the indices i and j: a) i = jk′−1 < j � jk′ ; b) jk′−1 < i < j � jk′ .

For any j (jk′−1 < j � jk′), from (26) we have either c) dC
j = dA

jk′
or d) dC

j = rj + pj + dC
jk′−1

−
rjk′−1

− pjk′−1
.
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In case c),

dC
jk′−1

from (27)
� dA

jk′−1

from (25)
� dA

jk′
= dC

j .

In case d), (23) implies dC
j � dC

jk′−1
. In both cases we have (28) for the variant of indices a). Let us show

that (28) is valid for the variant of indices b), as well.

In case c), from the definition (26) we have dC
i � dA

jk′
= dC

j . In case d),

dC
i

from (26)
� ri + pi + ΔC

jk′−1

from (23)
� rj + pj + ΔC

jk′−1
= dC

j .

Thus, in both cases we obtain (28) for the variant of indices b).
The relations

ΔC
jk′−1

� min{ΔC
jk′−1

, dA
jk′

− dA
j + ΔA

j }

= min{ΔC
jk′−1

+ dA
j − ΔA

j , dA
jk′

} − dA
j + ΔA

j = dC
j − rj − pj = ΔC

j

imply (29) for the variant of indices a).

In case b), inequality (29) follows from

ΔC
i = dC

i − ri − pi
from (26)

= min{dA
jk′

− ri − pi,ΔC
jk′−1

}
from (23)

� min{dA
jk′

− rj − pj,ΔC
jk′−1

} from (26)
= dC

j − rj − pj = ΔC
j .

Thus, (27)–(29) are proved for all k. This, in particular, implies that C belongs to class L.

To prove that (18) is attained at C, we first note that if to represent ρL
ij(A) (defined by (17)) in the

form ρL
ij(A) = min{dA

j − dA
i , dA

j − dA
i + (ri + pi) − (rj + pj)}, then due to (23) we will have

ρL
ij(A) =

⎧
⎨

⎩

dA
j − dA

i , for i � j,

ΔA
j − ΔA

i , for i < j.
(30)

From (26) with k � 2 and j = jk we derive dC
jk

= min{dA
jk

, dA
jk

− ΔA
jk

+ ΔC
jk−1

}. Subtracting from
both parts of this equality the amount rjk

+ pjk
, we obtain

ΔC
jk

= min{ΔA
jk

,ΔC
jk−1

}. (31)

By (31) and the equality ΔC
j1

= ΔA
j1

, we infer for every k � 1:

ΔC
jk

= min
ν�k

ΔA
jν

. (32)

Next, let us prove for every j the inequality

dA
j − dC

j � ρL(A). (33)

For j � j1, due to (30), we have dA
j − dC

j = dA
j − dA

j1
= ρL

j1j(A) � ρL(A).

For any j, jk−1 < j � jk, and any k � 2, we have

dA
j − dC

j = dA
j − min{dA

jk
, dA

j − ΔA
j + ΔC

jk−1
} = max{dA

j − dA
jk

,ΔA
j − ΔC

jk−1
} =

(by (32) for some ν � k − 1)

= max{dA
j − dA

jk
,ΔA

j − ΔA
jν
} from (30)

= max{ρL
jkj(A), ρL

jν j(A)} � ρL(A),
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which implies (33). Finally, since ρr(A,C) = 0, we have

ρ(A,C) = ρd(A,C) = max
j

{dA
j − dC

j } + max
j

{dC
j − dA

j }
from (33) and (27)

� ρL(A),

which together with (18) implies ρ(A,C) = ρL(A).
The overall running time of the algorithm of finding the desired instance C is formed of three

components, being complexities of the steps:
1) job numbering according to (23);
2) finding the sequence of dividing indices according to (24);
3) finding new due dates according to (26).
The first step can be performed by means of a standard procedure that sequences n numbers in time

O(n log n). The third step, clearly, can be done in linear time. As far as the second step is concerned, the
straightforward realization of formula (24) requires time O(n2). However, the amount of calculation at
this step can be significantly reduced if to look through the jobs in the opposite order and compute the
dividing indices as follows.

Let us assume (just for ease of notation) that the number K of dividing indices is known. Put jK = n.
Assume that 1 < jk < · · · < jK are already defined. We proceed with consecutively considering jobs
j = jk − 1, jk − 2, . . . , and for jk−1 we take the first index j < jk such that dA

j < dA
jk

(if any). It can be
easily checked that the so-defined sequence of indices j1, . . . , jK meets (24); at that, all inequalities (25)
hold as equalities, and the running time of this procedure is linear in n. Theorem 2 is proved.

In fact, in the algorithm of computing the desired instance C it is expedient from the very beginning
to number the jobs of instance A in the reverse order: in the nonincreasing order of rj + pj . The formal
record of such algorithm is presented below. (It is assumed that the jobs of instance A are already
numbered in the nonincreasing order of rA

j + pA
j .)

Algorithm 1 (of finding the instance from L nearest to a given instance A)

FOR j := 1 TO n rC
j := rA

j ; pC
j := pA

j END FOR

k := 1; j1 = 1;
FOR i := 2 TO n IF dA

i < dA
jk

THEN k := k + 1; jk := i END IF END FOR

FOR j := n DOWNTO jk dC
j := dA

jk
END FOR

ΔC
jk

:= dC
jk

− rC
jk

− pC
jk

;

FOR ν := k DOWNTO 2 FOR j := jν − 1 DOWNTO jν−1

dC
j := min{dA

jν−1
, dA

j − ΔA
j + ΔC

jν
}; ΔC

j := dC
j − rC

j − pC
j END FOR END FOR

Example. Let us follow Algorithm 1. Suppose, we are given an instance A of Problem 〈1 | rj | Lmax〉
with the job parameters specified in Table 1, the jobs numbered in the nonincreasing order of rA

j + pA
j .

Table 1. Job parameters of A

j 1 2 3 4 5 6 7 8

rA
j 7 5 3 5 1 2 3 0

pA
j 2 4 5 3 5 3 1 4

dA
j 16 18 13 14 15 11 12 14

Let us start our algorithm with the job set N = {1, . . . , 8}. After completing the first cycle, for all
j ∈ N we obtain rC

j = rA
j and pC

j = pA
j . As a result of the second cycle, the dividing indices are found:

j1 = 1, j2 = 3, j3 = 6. At the third cycle we compute: dC
6 = dC

7 = dC
8 = dA

6 = 11.
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The cycle on ν is started:
ν = 3

dC
5 = min {dA

3 , dC
6 − rC

6 − pC
6 + rA

5 + pA
5 } = 12,

dC
4 = min {dA

3 , dC
6 − rC

6 − pC
6 + rA

4 + pA
4 } = 13,

dC
3 = min {dA

3 , dC
6 − rC

6 − pC
6 + rA

3 + pA
3 } = 13.

ν = 2

dC
2 = min {dA

1 , dC
3 − rC

3 − pC
3 + rA

2 + pA
2 } = 14,

dC
1 = min {dA

1 , dC
3 − rC

3 − pC
3 + rA

1 + pA
1 } = 14.

The algorithm completes the work.

We thereby obtained an instance C from L. The job parameters of C are specified in Table 2. The
bound on the absolute error of our solution is equal to

ρ(A,C) = max
j∈N

{dA
j − dC

j } + max
j∈N

{dC
j − dA

j } = dA
2 − dC

2 + 0 = 4.

Table 2. Job parameters of C

j 1 2 3 4 5 6 7 8

rA
j 7 5 3 5 1 2 3 0

pA
j 2 4 5 3 5 3 1 4

dA
j 14 14 13 13 12 11 11 11

3.2. The Version of the Scheme on the Base of the Hoogeveen Class

The following version of the scheme of approximate solution is based on the transformation of any
given instance to an instance from the polynomial-time solvable class H defined by Hoogeveen [7] (for
solving instances from that class there is an algorithm of running time O(n2 log n)).

As follows from (13), an instance A = {(rA
j , pA

j , dA
j ) | j ∈ N} belongs to class H if and only if

ΔA
max

.= max
i

ΔA
i � dA

j − rA
j , j ∈ N. (34)

Let us define the function ρH on the set of instances:

ρH(A) = max
j∈N

{ΔA
max − dA

j + rA
j }. (35)

It is clear that a given instance A belongs to H if and only if ρH(A) � 0.

Theorem 3. For any instance A of Problem 〈1 | rj | Lmax〉 and any instance C ∈ H that inherits
the job processing times from instance A, the following bound on the distance between A and C
is valid

ρ(A,C) � ρH(A). (36)

Bound (36) is attained at some instance C that inherits from A the job processing times and
release dates (the instance can be found in time O(n)).
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Proof. As is noted above, it is sufficient to prove (36) for any instance C that meets (14). By the definition
of ρ(A,C), we have

ρ(A,C) = max
i

(dC
i − dA

i ) + max
j

(dA
j − dC

j ) + max
j

(rC
j − rA

j ) + max
i

(rA
i − rC

i )

� dC
i − dA

i + dA
j − dC

j + rC
j − rA

j + rA
i − rC

i = (dA
j − rA

j − pj)

+ (rC
j − dC

j + pj) + (rA
i − dA

i ) + (dC
i − rC

i )
from (13)

� (dA
j − rA

j − pj) + (rA
i − dA

i ).

Since these relations are valid for all j, i ∈ N , applying (35) we obtain (36):

ρ(A,C) � max
j

(dA
j − rA

j − pj) + max
i

(rA
i − dA

i ) = ρH(A).

Let us prove that bound (36) is attained at some instance C ∈ H . (Since the parameters pj and rj

not to be distinguished for A and C, we will denote them without the upper index A or C respectively.)
Once the instance A does not meet (34), there are jobs j such that

ΔA
max > dA

j − rj. (37)

Let N ′ be the set of such j. For each job j ∈ N we define the new (enlarged) value of dC
j by the formula

dC
j := dA

j + (ΔA
max − dA

j + rj)+. (38)

Then

ΔC
max = ΔA

max. (39)

Indeed, since dC
j � dA

j for any j ∈ N (at that, rj and pj remained the same), we have ΔC
max � ΔA

max.

Let us prove the converse statement. If j �∈ N ′ then ΔC
j = ΔA

j � ΔA
max. For j ∈ N ′, from (37)

and (38) we obtain dC
j = ΔA

max + rj . Hence, ΔC
j = ΔA

max − pj � ΔA
max. Thus, ΔC

max � ΔA
max, which

implies (39).
Let us prove that the instance C meets (34).
For any j ∈ N \ N ′ inequalities (34) follow from ΔC

max = ΔA
max � dA

j − rj = dC
j − rj .

If j ∈ N ′ then dC
j − rj = ΔA

max = ΔC
max. Thus, C belongs to class H . Its distance from A is

determined by the relations

ρ(A,C) = max
j∈N

{dC
j − dA

j } = max
j∈N ′

{ΔA
max − dA

j + rj} = ρH(A).

Theorem 3 is proved.

For the instance from Table 1 the bound on the absolute error is equal to ρ(A,C) = 1.

4. CONCLUSION

In this paper some general scheme is presented for finding approximate solutions to Problem 〈1 | rj |
Lmax〉. The scheme is based on a transformation of a given instance to another instance belonging to
a known polynomially solvable class of instances. For two versions of the scheme (using the polynomial-
time solvable classes L and H), we derived analytical formulas that, given an instance of the problem,
enable one to compute upper bounds on the absolute errors of approximate solutions found by means of
those two methods.

Further research could address the theoretical and practical comparison of the performance guaran-
tees of our approximation methods and other approaches.
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16. L. Péridy, E. Pinson, and D. Rivraux, “Using Short-Term Memory to Minimize the Weighted Number of Late
Jobs on a Single Machine,” European J. Oper. Res. 148 (3), 591–603 (2003).

17. C. N. Potts, “Analysis of a Heuristic for One Machine Sequencing with Release Dates and Delivery Times,”
J. Oper. Res. 28 (6), 1436–1441 (1980).

18. B. B. Simons, “A Fast Algorithm for Single Processor Scheduling,” in Proceedings of the 19th Annual
Symposium Foundation of Computer Science (Ann. Arbor, New York, 1978), pp. 246–252.

JOURNAL OF APPLIED AND INDUSTRIAL MATHEMATICS Vol. 1 No. 4 2007



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


